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Abstract
Background. Methotrexate (MTX), a folate antagonist, is commonly used in the treatment of many different 
types of cancer and inflammatory diseases, including pancreatic cancer, although its side effects on the pan-
creas have not yet been researched. The mechanism of MTX-induced toxicity is not well known, and it has 
been reported in high-dose toxicity studies that the pancreas is sensitive to toxic effects.

Objectives. The aim of our study was to determine whether adalimumab (ADA) has a preventive effect 
on MTX-induced pancreas toxicity in rats.

Material and methods. The rats were equally and randomly divided into 3 groups (Group 1 comprised 
the healthy controls, Group 2 was the MTX group, and Group 3 was the MTX + ADA group). The rats in Groups 2 
and 3 received an intraperitoneal (ip.) single-dose injection of MTX (20 mg/kg). A single dose of 5 mg/kg 
ADA (REMICADE®) was administered ip. to Group 3. All the rats were sacrificed under anesthesia 5 days 
after receiving the MTX injection.

Results. Significantly higher mean edema, necrotic cell, and inflammatory scores were recorded in Groups 2 
and 3 compared to those recorded in Group 1. Significantly decreased edema, number of necrotic cells, and 
inflammatory scores were noted in Group 3 than in Group 2. A decrease in islets of Langerhans cell insulin 
and somatostatin-positive interneurons was demonstrated after the administration of MTX. An increase 
in insulin and somatostatin-positive cells in islets of Langerhans, as well as a remodeling of the structure 
of the pancreas, was shown following treatment with ADA.

Conclusions. Adalimumab was demonstrated to have a protective effect against MTX-induced pancreatic 
injury in this study.

Key words: adalimumab, methotrexate, pancreas, rat, toxicity
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Introduction

Methotrexate (MTX) was discovered in 1948 by Farber 
as an effective treatment for acute leukemia and is an an-
timetabolite, antifolate, and chemotherapeutic drug.1,2 
The effect of DNA synthesis in the “S” phase by inhibition 
and the affinity of dihydrofolic acid to inhibit the dihydro-
folate reductase enzyme appear with the use of MTX. Thus, 
there is a drop in tetrahydrofolic acid levels and purine 
synthesis is inhibited.3,4 Methotrexate is used to treat many 
different types of cancer (colorectal, breast, and pancreatic 
cancers) and inflammatory diseases (rheumatoid arthritis 
− RA, psoriatic arthritis, systemic lupus erythematosus, 
and dermatomyositis).1–5 Nevertheless, its use is associated 
with side effects such as fibrosis affecting the liver, lung, 
and other organs.1,2,5 Acute intense MTX side effects are 
dose-dependent. Bone marrow suppression, gastrointes-
tinal upsets or ulcers, and liver fibrosis are well-known 
acute or common side effects of MTX therapy. It has been 
proposed in recent studies that MTX has a cytotoxic effect 
in reducing intracellular tetrahydrofolate, but the mecha-
nism of MTX-induced toxicity is not well known.1,2,4–11

Methotrexate has been used in the treatment of pancre-
atic cancer, but there has been no research into its side ef-
fects on the pancreas, an organ which is relatively sensitive 
to various toxic substances and drugs. High-dose substanc-
es, causing oxidative stress, have been reported to have 
a toxic effect on the pancreas.1,5–11 However, the develop-
ment of tolerance to MTX has been reported in patients 
over time. The tolerance mechanism of the metabolites 
in MTX is not known.1,2,4,5,11 Physicians increase the dos-
age of  MTX to  counter the  development of  tolerance.  
Accordingly, the risk of MTX toxicity increases. It was 
found in recent studies that an MTX overdose caused oxi-
dative stress, leading to the release of proinflammatory 
cytokines and further tissue damage.5,6,11

Tumor necrosis factor alpha (TNF-α) plays a key role 
in  the mechanism of  immune-mediated inflammatory 
diseases, such as RA, ankylosing spondylitis, Crohn’s dis-
ease, ulcerative colitis, psoriasis, and psoriatic arthritis. 
Inflammation induces the overproduction of inflamma-
tory cytokines, such as TNF-α, interleukin: IL-1β, IL-6, 
IL-15, and IL-18, while TNF-α has been shown to increase 
the number of pancreatic cancer cells.12 It has been re-
ported in the literature that TNF-α cytokines modulate 
the autocrine growth regulatory pathways in pancreatic 
cancer cells.13 Antagonists of TNF-α, such as adalimumab 
(ADA), infliximab, etanercept (ETN), golimumab, and cer-
tolizumab pegol, have been widely used in the treatment 
of RA. Inhibition of TNF results in the down-regulation 
of abnormal and progressive inflammatory processes, re-
sulting in the prevention of target organ damage.12,13 

It has been found that a combination of TNF-α antago-
nists and MTX improves the symptoms and signs of in-
flammation and physical function in RA patients who do 
not respond to MTX alone.10–13 The combination of MTX 

and ADA has not been studied for its ability to counter tox-
icity in the pancreas. Irreversible tissue injury from edema 
and inflammatory and acinar necrosis has been reported 
in histopathological studies on pancreatic toxicity.14–16

The aim of this study was to determine whether TNF-α 
inhibitors have a preventive or toxicity-enhancing effect 
on MTX-induced pancreatic toxicity.

Material and methods

Animal testing

Thirty male albino Sprague Dawley® rats, aged 3 months 
and weighing 250–300 g, were procured from the Ani-
mal Care and Research Unit for this study (Recep Tayyip 
Erdogan University, Rize, Turkey). The  animals were 
kept at a constant temperature (21 ±3°C) and according 
to a constant photoperiod and temperature regime (12-h 
light/dark cycle). 

During the experimental period, all of the subjects were 
given fed ad libitum pellets containing 21% crude protein 
(purina) and given drinking water daily. The animals were 
selected according to the criteria outlined in the Guide 
for the Care and Use of Laboratory Animals, prepared 
by  the  National Academy of  Sciences and published 
by the National Institutes of Health. Recep Tayyip Erdogan 
University Animal Care and Research Unit (Rize, Turkey).

This study was approved by the Institutional Animal 
Ethical Committee Recep Tayyip Erdogan University Ani-
mal Care and Research Unit (Rize, Turkey). 

The subjects were randomly allocated to 3 groups of 8 
rats each (n = 8), with similar biological and physiological 
characteristics: Group 1: control group (healthy), Group 2: 
MTX group and Group 3: MTX + ADA group.

Isotonic saline solution, mixed with an equal volume 
of MTX, was administered by ip. injection to Group 1. 

A single-dose injection of MTX (Emthexate-s®, 50-mg 
ampule), at a dose of 20 mg/kg, was given by ip. injection 
to Groups 2 and 3, and a single dose of 5 mg/kg ADA 
(REMICADE®) was administered ip. to Group 3. 

All the rats were sacrificed under anesthesia with ket-
amine hydrochloride 50 mg/kg, intramuscularly (Keta-
lar, Parke-Davis, Istanbul, Turkey) 5 days after receiving 
the MTX injection. 

Histological preparation

Pancreatic tissue samples were fixed in 10% formalin. 
After fixation, the specimens were dehydrated in an as-
cending series of alcohol, cleared in xylene, and embedded 
in paraffin. The paraffin blocks were cut 4–5 µm thick, 
using a microtome (Leica® RM2125 RTS), and the sec-
tions were stained with hematoxylin and eosin (Applichem 
GmbH, Darmstadt, Germany), according to the guidelines 
that govern conventional light microscopes.
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Immunohistochemical preparation

Paraffin blocks of the pancreatic samples were cut into 
1–2 µm semi-thin sections. The sections obtained for im-
munohistochemical staining were left in xylene for 10 min, 
twice, and after being passed through an alcohol series 
(70–99%) for  5  min, were kept in  a  3% H2O2 solution 
for 10 min. After washing with phosphate buffered saline 
solution (PBS), they were heated 4 times in a citrate buf-
fer for 5–10 min at 800 W of power, and allowed to stand 
for 20 min in a secondary blocking agent. Each prepara-
tion was allowed to stand for 60–75 min in various di-
lutions (1/50–1/200) of anti-laminin antibody staining 
(Polyclonal Guinea Pig Anti-Insulin® [clinical application 
for  IS002], and Polyclonal Rabbit Anti-Human Somta-
statin® [clinical application for A0566], both Dako Den-
mark A/S, Denmark). The 3,3’-diaminobenzidine (DAB) 
solution was used as a chromogenic dye, and stained with 
Mayer’s hematoxylin for contrast dye. Phosphate buffered 
saline solution was used for the negative controls instead 
of primary antibodies. The preparation was closed off with 
a suitable agent and photographed. According to the blind 
scoring evaluation performed by 2 histologists, the positiv-
ity was divided into the following 4 categories according 
to the percentage value: mild (+), moderate (++), severe 
(+++), and very severe (++++).

Pathological assessment of tissue

Parts of the tissue were fixed and embedded in paraf-
fin for histological analysis. Blinded pathological scoring 
of the pancreas, by an experienced pathologist from Recep 
Tayyip Erdoğan University, Rize, Turkey, was performed 
with respect to edema, bleeding, inflammatory cell infiltra-
tion, and necrosis, according to Schmidt’s report (Table 1).14

Statistical analysis

Statistical analysis was performed using SPSS® v. 18 (IBM; 
Chicago, USA). Schmidt’s score was calculated.14 The data 
was expressed as mean ±standard error of the mean (SEM). 
Statistical analysis was performed using one-way analysis 
of variance, followed by Tukey’s test for each paired experi-
ment value. A p-value of p < 0.05 was considered to be sig-
nificant. The sections obtained by immunohistochemical 
staining were evaluated and graded by 2 blinded histolo-
gists and the positivity was expressed in terms of percent-
age and divided into 4 grade categories. Data was expressed 
as median ±standard deviation (SD). The obtained values 
were statistically compared with the Kruskal-Wallis test 
(p < 0.05) to each other. 

Results

Histological results

The morphologic structure of the tissues in the control 
group was observed to have a normal histology (Fig. 1A, 1B). 

The histopathologic features of the Group 2 samples were 
atypical islets of Langerhans, mild edema, necrosis, and 
inflammatory infiltration. Necrotic cells were observed 
in the  islets of Langerhans and acinar cells. Necrotic acinar 
cells, with a pyknotic nucleus in the center, partial karyor-
rhexis, and a bright border due to cytoplasmatic shrinkage 
and cell degeneration, were observed. Connective tissue 
trabeculae were noted to increase considerably in volume 
with leukocytic infiltration (Fig. 1C–1E). 

Complete destruction of islet of Langerhans cells, due 
to the toxicity of MTX, appeared in the Group II rats com-
pared to Group 1 (Fig. 1A–1D). 

Fig. 1. A, B − histology of a normal pancreas (L − islets of Langerhans, a − acinar); C, D, E − MTX group C − MTX group demonstrating necrotic acinar 
cells with a pyknotic nucleus (tailed arrow), and edema (E); D − there are numerous entirely destroyed lobules with extreme leukocytic infiltration (ı) 
and frequently widespread hemorrhage (thick arrow), capillary congestion (c), atypical blood vessel (thin arrow); E − edema (asterisk) and mononuclear 
leukocyte infiltration were observed in islets of Langerhans (spiral arrow); F − MTX + ADA group (L − islet of Langerhans, a − acinar); H&E stains.

L

S

I
C

L

L a

a

L



T. Mercantepe, et al. Effects of adalimumab on pancreas toxicity718

Decreased edema, necrosis, and inflammatory infiltra-
tion was demonstrated in the Group 3 samples. 

A decrease in necrotic cells was also observed in islets 
of Langerhans  and acinar cells (Fig. 1F) after the adminis-
tration of the ADA/MTX combination therapy.

Immunohistochemical results

The immunoreactivity rate for anti-insulin, together 
with islets of Langerhans, was found to  be moderate 
(17%), severe (33%), and very severe (50%) in Group 1; 
mild (67%) and moderate (33%) in  Group 2; and mild 
(17%), moderate (33%), severe (33%), and very severe (17%)  
in Group 3 (Fig. 2, 3).

Anti-somatostatin immunopositivity in islets of Langer-
hans was shown on immunohistochemical staining using 
the immunoperoxidase method, and was found to be mild 
(17%), moderate (17%), severe (33%), and very severe (33%) 
in Group 1; mild (83%) and moderate (17%) in Group 2; 
and mild (17%), moderate (33%), and very severe (50%) 
in Group 3 (Table 3).

Stereological results

All the study rats were scored by both investigators us-
ing Schmidt’s histopathological scoring method. There 
was no more than a 0.5-point deviation in their discern-
ment. Schmidt’s histopathological scoring steps, shown 
in Table 2, were applied. 

Statistical results

Significantly higher mean edema, necrotic cell, and in-
flammatory scores, compared to those obtained for Group 1, 
were recorded for Group 2 (p < 0.05). Significantly decreased 
edema, necrotic cell, and inflammatory scores were recorded 
for Group 3, when compared to Group 2 (p < 0.05) (Table 2).

Table 1. Schmidt’s histopathologic scoring criteria

Edema

0        Absent
0.5     Focal expansion of interlobular septae
1        Diffuse expansion of interlobular septae
1.5     Same as 1 + focal expansion of interlobular septae
2        Same as 1 + diffuse expansion of interlobular septae
2.5     Same as 2 + focal expansion of interacinar septae
3        Same as 2 + diffuse expansion of interacinar septae
3.5     Same as 3 + focal expansion of intercellular spaces
4        Same as 3 + diffuse expansion of intercellular spaces

Acinar necrosis

0        Absent
0.5     Focal occurrence of 1−4 necrotic cells/HPF
1        Diffuse occurrence of 1−4 necrotic cells/HPF
1.5     Same as 1 + focal occurrence of 5−10 necrotic cells/HPF
2        Diffuse occurrence of 5−10 necrotic cells/HPF
2.5     Same as 2 + focal occurrence of 11−16 necrotic cells/HPF
3        �Diffuse occurrence of 1 1−16 necrotic cells/HPF  

(foci of confluent necrosis)
3.5     Same as 3 + focal occurrence of >16 necrotic cells/HPF
4        >16 necrotic cells/HPF (extensive confluent necrosis)

Hemorrhage and fat necrosis

0       absent
0.5    1 focus
1       2 foci
1.5    3 foci
2       4 foci
2.5    5 foci
3       6 foci
3.5    7 foci
4       8 foci

Inflammation and perivascular infiltrate

0        0–1 intralobular or perivascular leukocytes/HPF
0.5     2–5 intralobular or perivascular leukocytes/HPF
1        6–10 intralobular or perivascular leukocytes/HPF
1.5     11–15 intralobular or perivascular leukocytes/HPF
2       16–20 intralobular or perivascular leukocytes/HPF
2.5     21–25 intralobular or perivascular leukocytes/HPF
3       26–30 intralobular or perivascular leukocytes/HPF
3.5    >30 leukocytes/HPF or focal microabscesses
4      >35 leukocytes/HPF or confluent microabscesses

Fig. 2. Histopathologic examination of liver tissue stained by anti-insulin IHC staining method by light microscopy

A − control group, insulin positive area; B − MTX group, insulin negative area; C − MTX + ADA group, insulin positive area.
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Increased edema, acinar edema, and ne-
crotic cells were observed in islets of Langer-
hans and acinar cells in Group 2, compared 
to those found in Group 1 (p < 0.05) (Table 2) 
in our study on MTX-induced pancreatic 
toxicity. It was also found that atypical is-
lets of Langerhans and connective tissue tra-
beculae were observed to increase consider-
ably in volume. A reduction in the amount 
of insulin and somatostatin was also found. 
An accumulation of mast cells in the con-
nective tissue was observed.

According to the literature, increased oxidative stress 
leads to the release of proinflammatory cytokines, lead-
ing to further tissue damage.22–24 Methotrexate is used 
for the treatment of pancreatic cancer, but has been shown 
to destroy the beta cells of the pancreas, primarily through 
oxidative stress.1,2,5,24 In support of the data in the litera-
ture, we determined that in our study the number of insu-
lin and somatostatin-positive cells significantly decreased 
in Group 2, when compared to that in Group 1 (Fig. 2B, 3B). 

It has been proposed in previous studies that MTX in-
creases lipid peroxidation and oxidative stress, leading 
to an increase in reactive oxygen species (ROS).5,24 It has 
also been reported that ROS play a key role in decreasing 
immune system defense.5,24,25 In addition, intense proin-
flammatory cytokine release, due to excessive ROS forma-
tion, has been reported during MTX treatment for cancer 
and autoimmune diseases.5,6,24,25 Accumulation of ROS 
leads to neutrophil infiltration and proinflammatory cyto-
kine release, which triggers apoptosis.5,6,24,25 Methotrexate 
is used for the treatment of pancreatic cancer, but has been 
shown to destroy the beta cells of the pancreas, primarily 
through oxidative stress.5,6,24–26

A decrease in islets of Langerhans insulin and somatosta-
tin-immunopositive cells was shown in this study following 
the administration of MTX (Fig. 2B, 3B).

Table 2. Statistical results

Treatment No.
of rats Edema Acinar

necrosis
Inflammatory

infiltration
Perivascular
infiltration

Control 8 0.19 ±0.09b 0.13 ±0.08b 0.06 ±0.06b 0.06 ±0.06b

MTX 8 1.75 ±0.66a 1.8 ±0.16a 1.88 ±0.08a 0.44 ±0.11a

MTX + ADA 8 0.5 ±0.09b 0.56 ±0.6b 0.05 ±0.09b 0.13 ±0.08b

Means in the same column by the same superscript letter are not statistically significantly 
different under the Tukey test (α = 0.05). Results are mean ±standard error of the mean.  
a vs control Group p < 0.05; b vs MTX Group p < 0.05. MTX – methotrexate; ADA − adalimumab.

Table 3. Anti-insulin and anti-somatostatin shown in the pancreas tissues 
by the method of immunoperoxidase in immunohistochemical staining

Group Anti-insulin
median ±SD

Anti-somatostatin
median ±SD

Control 3 ±0.75 3 ±1.17

MTX 1 ±0.52a 1 ±0.41a

MTX + ADA 2.5 ±1.05b,c 2.5 ±1.05

a In the statistical evaluations performed, significant differences were 
observed between the control and MTX groups in terms of anti-insulin 
and anti-somatostatin immunopositivity according to the Kruskal-Wallis 
test (p < 0.05). b In the statistical evaluations performed, significant 
differences were observed between the control and MTX + ADA groups 
in terms of anti-insulin and anti-somatostatin immunopositivity according 
to the Kruskal-Wallis test (p < 0.05). c In the statistical evaluations 
performed, significant differences were observed between the MTX 
and MTX + ADA groups in terms of anti-insulin and anti-somatostatin 
immunopositivity according to the Kruskal-Wallis test (p < 0.05).  
MTX – methotrexate; ADA − adalimumab.

Fig. 3. Histopathologic examination of liver tissue stained by anti-somatostatin IHC staining method by light microscopy: A − control group, somatostatin 
positive area; B − MTX group, somatostatin negative area; C − MTX + ADA group, somatostatin positive area.

Discussion

The side effects of MTX on the pancreas have not been 
researched. However, high-dosage substances were reported 
to have a toxic effect on the pancreas. Irreversible tissue in-
jury with edema, inflammation, and acinar necrosis was also 
found in histopathological studies on pancreatic toxicity.16–23

A B C



T. Mercantepe, et al. Effects of adalimumab on pancreas toxicity720

It  has been suggested that  TNF-α plays a  key role 
in  the mechanism of  immune-mediated inflammation 
in recent studies. Inhibition of TNF results in the down-
regulation of  abnormal and progressive inflammatory 
processes, resulting in  target organ damage.4,5,10,11,19,27 
It has been experimentally proven that TNF inhibitors 
prohibit organ tissue damage by suppressing the forma-
tion of TNF-α, proinflammatory cytokines, and nitric 
oxide.5,26,27

A decrease in edema, acinar cell edema, and necrotic 
cells was observed in Group 3 (p < 0.05) (Table 2) after 
the administration of ADA. An increase in islets of Lang-
erhans insulin and somatostatin-positive cells was also 
demonstrated following the application of ADA treatment 
to Group 3 (Fig. 2C, 3C).

As a result, ADA was shown to have a protective ef-
fect against MTX-induced pancreatic injury. It was shown 
in this study that ADA reduced inflammatory levels and 
provided better protection to the insulin and somatostatin 
cells than that provided by MTX. This was a pilot study. 
Thus, further studies are needed in this regard to confirm 
our findings.
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Abstract
Background. Psoriasis is a chronic autoinflammatory disease whose underlying molecular mechanisms 
remain unclear. The disease is mediated by the cells and molecules of both the innate and adaptive immune 
systems. Some T cell surface molecules, including neuropilin-1 (NRP1), programmed death 1 (PD-1) and 
the human leukocyte antigen G (HLA-G), are known to play a role in the maintenance of immune tolerance.

Objectives. The aim of this study was to investigate HLA-G, NRP1 and programmed cell death gene (PDCD1) 
mRNA expression in psoriatic patients.

Material and methods. The study included 72 psoriatic patients and 35 healthy individuals. Twenty-
one patients (29.17%) suffered from concomitant psoriatic arthritis. The mRNA expression of HLA-G, NRP1, 
and PDCD1 were determined using quantitative real-time reverse transcription polymerase chain reaction 
(qRT-PCR). The severity of skin lesions was assessed by means of the Psoriasis Area and Severity Index (PASI), 
Body Surface Area (BSA), the Patient Global Assessment (PGA), and the Dermatology Life Quality Index (DLQI).

Results. The median value of the PASI was 11.5, and of BSA was 15.8%. The expressions of NRP1 and 
PDCD1, but not HLA-G, were significantly lower in psoriatic patients in comparison with the control group. 
The expression of HLA-G, NRP1 and PDCD1 were not significantly different in the psoriatic arthritis and 
psoriasis vulgaris patients.

Conclusions. The results of this study suggest that the molecular markers of immune tolerance, i.e., HLA-G, 
NRP1, and PD-1, may be involved in the immune response in psoriatic patients.

Key words: psoriasis, PD-1, HLA-G, NRP1
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Introduction

A disruption to the immune system is likely to compro-
mise immune tolerance and may lead to the development 
of autoimmune and autoinflammatory conditions.

In psoriasis, whose pathogenesis involves keratinocyte 
hyperplasia and excessive angiogenesis, the role of genetic 
factors, environmental triggers and aberrant immune sys-
tem regulation resulting in compromised immune toler-
ance is well understood. Here, the T cell immune response 
is activated by antigen-presenting cells (APCs) which will 
undoubtedly impair the balance between the effector and 
regulatory components of the immune system.1

Physiologically, in order to maintain undisturbed im-
mune tolerance, various cellular and molecular mecha-
nisms become activated. These include the central negative 
selection of autoreactive T cells in the thymus as well as 
peripheral anergy, clonal deletion, suppression, and ex-
haustion. This natural immune tolerance depends on the 
interaction between the T cells’ stimulatory and inhibitory 
receptors and their ligands.2 All of them form a complex 
network of molecules that interact in order to maintain 
peripheral tolerance or to enhance T cell immunity.

Since certain T cell surface molecules, including neuro-
pilin-1 (NRP1), programmed death 1 (PD-1), and human 
leukocyte antigen G (HLA-G) play a vital role in the T cells’ 
interactions with APCs (including dendritic cells [DCs], 
B cells, monocytes and macrophages), their compromised 
suppressive ability could insufficiently inhibit or even fail 
to inhibit the activity of the inflammatory cells in psoriasis.

Neuropilin-1, a transmembrane glycoprotein and a recep-
tor involved in some physiological and pathological processes 
(including angiogenesis), acts as a co-receptor for the vascular 
endothelial growth factor (VEGF) and semaphorins 3A (Sema 
3A).3 Neuropilin-1 is preferentially expressed on regulatory 
T cells (Tregs) and myeloid cells (i.e., DCs), and it promotes 
long-term interactions between Tregs and immature DCs, 
thereby suppressing their activation and function.4 A decreased 
number of NRP1-positive Treg cells, however, could possibly 
explain the inability of the immune system to suppress an im-
mune response and restore immune tolerance.

Programmed death 1, a glycoprotein expressed on T cells 
– including Tregs – B cells, monocytes, and macrophages, 
is a known checkpoint inhibitor which blocks the effector 
T cells’ function and promotes Treg activity. The co-expression 
of the PD-1 with its ligand 1 (PD-L1) on Tregs enhances their 
proliferation and favors the maintenance of self-tolerance.5

Human leukocyte antigen G, a nonclassical human leu-
kocyte antigen (HLA), known as a tolerogenic molecule, 
is capable of downregulating the natural killer (NK) cells’ 
cytotoxic activity, the inhibition of T cell migration, the 
induction of the apoptosis of activated CD8+ T cells, and 
the prevention of DC maturation. It induces the functional 
silencing of the immune response, which is indispensable 
in certain physiological settings, e.g., during pregnancy, but 
it also allows the tumor cells to escape the host’s immune 

system.6 This leukocyte affects the antigen presentation 
by the inhibition of HLA II upregulation and its interaction 
with co-stimulatory molecules.7

The 3 aforementioned molecules, i.e., HLA-G, NRP1 
and PD-1, need to be better understood in terms of their 
function in psoriasis. Since all the molecular markers are 
capable of inhibiting the T cell function through the action 
on both innate and adaptive immunity, it is worth study-
ing whether they are differently expressed in psoriatic pa-
tients compared to healthy individuals. If the coexistence 
of abnormal immunomodulatory properties of HLA-G, 
an absence of PD-1 co-inhibitory signal and a lack of NRP1 
positive T cells with suppressive ability proved to be of sig-
nificance in psoriasis, then chronic autoinflammatory dis-
ease, self-reactivity and the persistent T-cell activation 
in psoriasis could be better understood.

Material and methods

Study group

The study comprised 72 psoriatic patients, including 21 
(29.17%) psoriatic arthritis patients, hospitalized in the 
Department of Dermatology, Venereology, and Pediatric 
Dermatology at the Medical University of Lublin, Poland, 
as well as 35 age- and gender-matched healthy volunteers.

The study inclusion criteria were a duration of psoriasis 
of at least 1 year, the presence of active psoriatic skin le-
sions, and an age of at least 18 years. The exclusion criteria 
were cardiovascular, cerebrovascular, hematologic, he-
patic, or renal disease; neoplasm; chronic viral infections; 
erythrodermic, pustular, or guttate psoriasis; addiction 
to drugs; and systemic anti-psoriatic treatment.

The study was approved by the Local Ethics Committee 
at the Medical University of Lublin (KE-0254/81/2015). 
Informed consent was obtained from all participants.

Assessment of psoriasis severity

The severity of psoriatic skin lesions was assessed with 
the Psoriasis Area and Severity Index (PASI), Body Surface 
Area (BSA), Patient Global Assessment (PGA), the Derma-
tology Life Quality Index (the DLQI), and nail plate chang-
es with the Nail Psoriasis Severity Index 80 (NAPSI 80).  
Psoriatic arthritis (PsA) was diagnosed using the Classi-
fication of Psoriasis Arthritis criteria (CASPAR). The se-
verity of psoriatic arthritis was assessed with the Disease 
Activity Score 28 (DAS 28), the Patient Visual Analog Scale 
(VAS), the number of tender joints, the number of swollen 
joints, and a physician–patient Likert scale.

Assessment of gene expression

NRP1, PDCD1 and HLA-G mRNA expression was mea-
sured by quantitative real-time reverse transcription-poly-
merase chain reaction (qRT-PCR).
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First, peripheral blood mononuclear cells (PBMCs) 
from psoriatic patients and healthy volunteers were iso-
lated by Ficoll density gradient centrifugation (Biochrom 
AG, Berlin, Germany) and cryopreserved at –80oC until 
the time of analysis. The viability of the PBMCs obtained 
was always >95%, as determined by Trypan blue staining.  
Viable cells were quantified in a Neubauer chamber (Zeiss, 
Oberkochen, Germany).

Next, total RNA was isolated from the PBMCs using 
a QIAamp RNA Blood Mini Kit (Qiagen, Venlo, Nether-
lands) and reverse-transcribed to cDNA using a Quanti-
Tect Reverse Transcription Kit (Qiagen). cDNA was used 
in a qRT-PCR to measure the mRNA expression of NRP1 
(Hs00826128_m1), PDCD1 (Hs0155088_m1) and HLA-G  
(Hs00365950_g1) using the TaqMan Gene Expression As-
say methodology, according to the manufacturer’s protocol 
(Applied Biosystems, Foster City, USA). Glyceraldehyde-
3-phosphate dehydrogenase (GAPDH) was used as a con-
stitutively expressed housekeeping gene and negative con-
trols contained water instead of cDNA to ensure the purity 
of all reagents. The thermocycling program was set for 40 
cycles of 15 s at 95°C and 1 min at 60°C on the ABI Prism 
7300 Sequence Detector (Applied Biosystems).

The NRP1, PDCD1, and HLA-G mRNA expression was 
calculated as inverse ratios of the differences in the cycles 
of threshold (1/∆Ct), where ∆Ct is the Ct value of the target 
receptors minus the Ct value of GAPDH.

Statistical analysis

The results were statistically analyzed with STATISTI-
CA v. 10.0 PL (StatSoft Inc., Tulsa, USA). The figures were 
created using the GraphPad Prism 5 software (GraphPad 
Software Inc., San Diego, USA). Median values with mini-
mal and maximal values were estimated for continuous 
variables, or absolute (n) and relative numbers (%) of the oc-
currence of items for categorical variables. Mann-Whitney 
U test was used to compare the mRNA expressions of NRP1, 
HLA-G, and PDCD1 between the psoriatic patients and the 
control group, as well as between the psoriatic patients with 
and without arthritis. Spearman’s rank correlation coef-
ficient was used to investigate the correlation between the 
mRNA expressions of NRP1, HLA-G and PDCD1, and the 
clinical features of psoriasis and psoriatic arthritis. A value 
of p < 0.05 was considered to be significant.

Results

Most of  the patients were male, with an average age 
of 47 years and an average psoriasis duration of 15.5 years. 
The severity of psoriasis assessed by the PASI was 11.5, 
by BSA 15.8, and by the DLQI 12.0, on average. Psoriatic 
arthritis was present in the studied patients for 6 years 
on average. More than half of the PsA patients had the 
oligoarticular clinical subset of the disease (Table 1).

The psoriatic patients had a significantly lower mRNA 
expression of NRP1 (median: 0.09) in comparison to the 
healthy controls (median: 0.14). Similarly, the psoriatic pa-
tients had a significantly lower mRNA expression of PDCD1 
(median: 0.08) in comparison to the healthy controls (me-
dian: 0.11). The mRNA expression of HLA-G did not signifi-
cantly differ between the psoriatic patients (median: 0.05) 
and the healthy controls (median: 0.05) (Fig. 1).

None of the studied molecular markers of immune toler-
ance significantly differed between the psoriatic arthritis 
and psoriasis vulgaris patients (Fig. 2). The median mRNA 
expression of NRP1 was 0.09, for PDCD1 it was 0.08, and 
for HLA-G it was 0.05 for both psoriatic arthritis and pso-
riasis vulgaris patients.

The studied mRNA expression of HLA-G correlated neg-
atively only with the age of the psoriatic patients. However, 
the studied mRNA expressions of PDCD1 and NRP1 did 
not correlate with any clinical features either in the psori-
atic or the psoriatic arthritis patients (Table 2).

Table 1. Clinical data of psoriatic patients

Patients Clinical data Estimate

Psoriasis
(n = 72)

age [years], median (min–max) 47 (21–76)

female (n) 11

male (n) 61

duration of the disease [years], median 
(min–max)

15.5 (1–55)

age at disease onset [years], median  
(min–max)

22 (1–71)

positive family history (n, %) 27 (37.50)

PASI, median (min–max) 11.5 (3–49)

PGA, median (min–max) 3 (2–5)

BSA (%), median (min–max) 15.8 (2–75)

DLQI, median (min–max) 12 (1–30)

NAPSI, median (min–max) 14 (0–64)

diagnosis of psoriatic arthritis (n, %) 21 (29.17)

Psoriatic 
arthritis 
(PsA)
(n = 21)

duration of psoriatic arthritis [years], median 
(min–max)

6 (1–20)

number of tender joints, median (min–max) 5 (0–12)

number of swollen joints, median (min–max) 0 (0–6)

physician Likert, median (min–max) 2 (1–4)

patient Likert, median (min–max) 3 (1–4)

DAS28, median (min–max) 3.4 (1.0–5.5)

VAS, median (min–max) 50 (0–70)

clinical subsets of PsA (n)
oligoarticular (≤5 joints)

polyarticular
distal interphalangeal predominant

spondylitis predominant
mutilans

13 (61.90%)
6 (28.57%)
2 (9.53%)

0
0

PASI – Psoriasis Area and Severity Index;  PGA - Patient Global Assessment; 
BSA − Body Surface Area; DLQI − Dermatology Life Quality Index;  
NAPSI − Nail Psoriasis Severity Index; DAS 28 − Disease Activity Score;  
VAS − Patient Visual Analog Scale.
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Discussion

Any imbalance between the regulatory T cells (Tregs) and 
the effector T cells – including Th1, Th17, and Th22 – is piv-
otal in triggering psoriasis, while a subset of CD4+ T cells 
– Tregs with the CD25+Foxp-3+ (Forkhead box p3) phe-
notype – is known to prevent autoimmunity and to main-
tain immunological homeostasis and peripheral immune 
tolerance.8 Nevertheless, under special circumstances, e.g., 
in inflammatory processes, the Tregs may undergo conver-
sion into effector T cells (Th1 or Th17).9 The number and 
function of Tregs are known to be downregulated in both 
the peripheral blood and skin lesions of psoriatic patients. 
The efficient inhibition of Th1 and Th17 activity requires the 
presence of interleukin 10 (IL-10) and transforming growth 
factor β (TGF-β), the major anti-inflammatory cytokines 
produced by various cells of the immune system, including 
Tregs.10 Therefore, abnormally low levels of regulatory cyto-
kines or their divergent action in inflammatory conditions 
– also observed in psoriasis – are not able to balance the 
enhanced Th1/Th17 response in this disease.11

Apart from the CD25+Foxp-3+ Tregs, HLA-G+ Tregs that 
emerge from the thymus also suppress T cell proliferation. 
Moreover, the HLA-G-negative APCs are able to induce the 
activation and proliferation of the T cells, while the HLA-
G-positive APCs induce the differentiation of the Tregs.12

Interleukin 10 is the main upregulator of HLA-G expres-
sion, a molecule that may promote the development of the 
Tregs. However, not only anti-inflammatory cytokines, but 
also some growth factors and proinflammatory cytokines 
– such as IL-1β, IFN-α, IFN-β, IFN-γ, GM-CSF, and EGF 
– are capable of upregulating the HLA-G gene expression.13

In our study, no difference was found in the mRNA ex-
pression of HLA-G between the studied psoriatic patients 
and the healthy volunteers.

The research conducted so far has been focused on com-
paring the HLA-G protein levels in the psoriatic plaque 
and healthy skin.

In their immunohistochemical studies of psoriatic skin, 
Aractingi et al. found the presence of the HLA-G protein 
expression in all of the examined sections of  the skin, 
which was not detected in the normal skin.14 Since the 
HLA-G in Aractingi et al. study was mainly expressed 
by macrophages, the authors concluded that they could be 
representative of a control system which might be capable 
of counteracting the auto-reactive T cells.14

Similarly, Cardili et al. revealed an increased HLA-G 
expression in psoriatic skin in comparison with the skin 
of healthy individuals.15 Sweeney C and Kirby B suggested 
that in psoriasis the HLA-G may promote the development 
of Tregs and prevent tissue destruction.16

Bearing in mind the results obtained by Aractingi and oth-
er researchers, as well as the results of our study, the presence 
of some inhibitory feedback mechanism powerful enough 
to downregulate the deleterious effect of the T cells and 
to prevent destruction in psoriatic skin is highly probable.

Table 2. Correlation coefficients between the studied molecular markers 
and clinical data of psoriatic patients

Patients Clinical data PDCD1 NRP1 HLA-G

Psoriasis 
(n = 72)

age [years] −0.08 −0.06 −0.36*

duration of the disease [years] −0.10 0.00 −0.19

age at disease onset [years] 0.02 −0.08 −0.09

PASI −0.09 −0.10 0.10

PGA −0.04 −0.09 0.03

BSA (%) −0.07 −0.11 0.06

DLQI −0.08 −0.11 −0.04

NAPSI −0.13 −0.14 −0.07

Psoriatic 
arthritis 
(PsA) 
(n = 21)

duration of PsA [years] −0.29 −0.18 −0.14

age of PsA onset [years] −0.05 −0.29 −0.40

number of tender joints −0.19 −0.18 −0.13

number of swollen joints −0.16 −0.14 0.01

DAS28 −0.17 −0.09 0.16

VAS −0.05 −0.09 −0.09

* p < 0.05; PASI − Psoriasis Area and Severity Index; PGA – Patient Global 
Assessment; BSA − Body Surface Area; DLQI − Dermatology Life Quality 
Index; NAPSI − Nail Psoriasis Severity Index; DAS 28 − Disease Activity 
Score; VAS − Patient Visual Analog Scale.

Fig. 1. Comparison of median PDCD1, NRP1, and HLA-G mRNA expression 
between psoriatic patients (Ps) and healthy volunteers (HVs)

Fig. 2. Comparison of median PDCD1, NRP1, and HLA-G mRNA expression 
between psoriatic arthritis (PsA) and psoriasis vulgaris (PV) patients

p < 0.001

p < 0.001

p = 0.548

p = 0.310

p = 0.843

p = 0.359
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The analysis of NRP1 expression in psoriatic epidermis 
conducted by some authors has yielded contradictory re-
sults. Although some of them have reported an increased 
expression of NRP1 in psoriatic lesions, others have shown 
opposite results. Interestingly, in our study we observed 
a decreased mRNA expression of NRP1 in the psoriatic 
patients in comparison to the healthy controls, which may 
confirm its role in disrupting immune tolerance in psori-
atic patients.

Furthermore, Kou et al., in both immunostaining and 
mRNA expression studies, demonstrated lower NRP1 and 
Sema3A in psoriatic skin samples compared with healthy 
skin samples.17 Henno et al., however, showed an increased 
expression of not only NRP1 but also other pro-angiogenic 
factors, i.e., VEGF-A, VEGFR2, and PlGF, in psoriatic le-
sions compared to the uninvolved skin of the studied pso-
riatic patients.18 The same authors also observed a signifi-
cant overexpression of NRP1 in the nonlesional psoriatic 
skin in comparison to the skin of healthy volunteers.

The decreased NRP1 expression detected in our study 
may suggest the presence of some specific mechanisms 
of NRP1 regulation in peripheral blood, different from 
those in psoriatic plaques. The role of NRP1 as a co-recep-
tor for VEGFR2 is important in the skin for blood vascular 
network expansion.

As in the case of PD-1, studies on its expression in pso-
riasis are scarce and performed on small series cases, they 
present contradictory results. Nevertheless, there are some 
reports pointing to the induction of psoriasis or a psoriasis-
like disease during treatment with anti-PD-1 agents (i.e., 
nivolumab, pembrolizumab and pidilizumab).19 This is not 
unusual since PD-1 is a molecule capable of suppressing 
T cell activity and favoring Treg proliferation. Therefore, 
its blockage will provoke a shift of cellular reactivity to-
wards the pro-inflammatory Th1/Th17 lymphocytes.

Kim et al., in their quantitative real-time RT-PCR, west-
ern blotting, and immunohistochemistry studies have 
found a decreased expression of PD-1 ligands (PD-L1 and 
PD-L2) in the psoriatic epidermis in comparison to the 
healthy controls.20 They suggested that it could result from 
an impairment of the Tregs’ function in psoriasis and that 
it could allow continuous T cell activation.

Kim et al., in their animal study on imiquimod-treated 
mice, demonstrated overexpressed PD-1 on IL-17A-pro-
ducing T cells.21 The same authors observed similar results 
in the skin of psoriatic patients in whom immunofluo-
rescent staining also revealed an overexpression of PD-1 
on IL-17A-producing T cells.

Contrary to the studies conducted so far, which focused 
on the PD-1 expression in the skin, our present investiga-
tion provides some insight into the mRNA PDCD1 expres-
sion. In our study, mRNA PDCD1 expression has proven 
to be lower in the psoriatic patients, which is in agreement 
with its mechanisms of immune response. One possible 
limitation of our study may be the number of patients 
in the psoriatic arthritis group.

The study results for the molecular markers of immune 
tolerance, i.e., HLA-G, NRP1, and PDCD1, conducted so 
far give reasonable grounds for making further efforts 
to broaden scientific knowledge about the possible mecha-
nisms involved in the induction and maintenance of the 
immune response in psoriatic patients.
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Abstract
Background. Automation in cardiac arrhythmia classification helps medical professionals make accurate 
decisions about the patient’s health.

Objectives. The aim of this work was to design a hybrid classification model to classify cardiac arrhythmias.

Material and methods. The design phase of the classification model comprises the following stages: 
preprocessing of the cardiac signal by eliminating detail coefficients that contain noise, feature extrac-
tion through Daubechies wavelet transform, and arrhythmia classification using a collaborative decision 
from the K nearest neighbor classifier (KNN) and a support vector machine (SVM). The proposed model 
is able to classify 5 arrhythmia classes as per the ANSI/AAMI EC57: 1998 classification standard. Level 1 
of the proposed model involves classification using the KNN and the classifier is trained with examples 
from all classes. Level 2 involves classification using an SVM and is trained specifically to classify overlapped 
classes. The final classification of a test heartbeat pertaining to a particular class is done using the proposed 
KNN/SVM hybrid model.

Results. The experimental results demonstrated that the average sensitivity of the proposed model was 
92.56%, the average specificity 99.35%, the average positive predictive value 98.13%, the average F-score 
94.5%, and the average accuracy 99.78%.

Conclusions. The results obtained using the proposed model were compared with the results of discriminant, 
tree, and KNN classifiers. The proposed model is able to achieve a high classification accuracy.

Key words: support vector machine, biomedical data classification, decision support systems
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Introduction

Cardiovascular disease is  a  leading cause of  global 
mortality. Hence, there is a need to develop automation 
strategies for the management of sudden cardiac death.1 
The objective of this work is to automate cardiac arrhyth-
mia classification. An abnormality in the normal rhythm 
of a heartbeat causes arrhythmia. The ANSI/AAMI EC57: 
1998 classification standard categorizes arrhythmias into 
5 classes, namely: non-ectopic beat (N), supra-ventricular 
ectopic beat (S), ventricular ectopic beat (V), fusion beat 
(F), and unknown beat (Q). The diagnosis of a specific class 
of arrhythmia is done by careful monitoring of a long-term 
electrocardiograph (ECG) signal. Automation in ECG ar-
rhythmia classification is very essential in order to make 
a fast and accurate decision about the arrhythmia class. 
The key requirements of an automated system are reduced 
complexity, fast decision making, and less memory. Sev-
eral research projects have been carried out for automa-
tion in arrhythmia classification. In general, the algorithm 
used for automated classification includes (i) preprocess-
ing, (ii) feature extraction, and (iii) feature classification. 
The preprocessing of recorded ECG signals is done in order 
to eliminate the important noises that degrade the clas-
sifier performance, such as baseline wandering, motion 
artifact, power line interference, and high frequency noise. 
Currently, researchers use many filtering techniques like 
morphological filtering, integral coefficient band stop fil-
tering, finite impulse response filtering, 5–20 Hz band pass 
filtering, median filtering, and wavelet-based denoising 
for preprocessing.2–7,9,25 

Commonly extracted ECG features include (i) temporal 
features of heartbeat, such as the P–Q interval, the QRS 
interval, the S–T interval, the Q–R interval, the R–S in-
terval, and the R–R interval between adjacent heartbeats, 
(ii) amplitude-based features, such as P peak amplitude, 
Q peak amplitude, R peak amplitude, S peak amplitude, 
and T peak amplitude, (iii) wavelet transform-based fea-
tures that include Haar wavelets, Daubechies wavelets, and 
discrete Meyer wavelets at various decomposition levels 
of 4, 6, and 8, and (iv) Stockwell transform-based features, 
including statistical features taken from a complex matrix 
of Stockwell transform, time-frequency contour and time-
max amplitude contour.

A support vector machine (SVM),a probabilistic neural 
network (PNN), a multilayer perceptron neural network 
(MLPNN), a  linear discriminant classifier, a  mixture 
of experts, and unsupervised clustering are commonly 
used by researchers for the classification of ECG arrhyth-
mia.5,6,9–16,21,24–26 Parameters such as accuracy, sensitivity, 
and specificity are used in the literature for evaluating 
the performance of a classifier. Most of the research works 
reported more than 90% average accuracy, average sensitiv-
ity, and average specificity taken over all 5 classes. However, 
the classifier outputs very poor sensitivity when the sensi-
tivity of individual classes is considered. The reason is that, 

in a medical scenario, the number of training examples 
for each class of ECG arrhythmia may not be uniform. Usu-
ally, the normal class of heart beats dominates the entire 
population, which leads to biased classification towards 
classes with larger examples.

Some of the common limitations in the literature are 
listed as follows:

1.	 Time interval features are used in many automated 
systems.2,5,7,8 Hidden information in the ECG signal 
cannot be completely recovered from those time do-
main features.

2.	 Few researchers have used the  entire data set 
of MIT_BIH arrhythmia database for experimenta-
tion. A random selection of only a few records from 
the entire database may not provide the actual result 
of their proposed system.2,5,7–9,23,24,28

3.	 A few research works did not follow a standard clas-
sification scheme, such as the ANSI/AAMI EC57: 
1998 standard.2,12,13,16,23,24

4.	 Classes with major and minor training examples 
are treated equally in almost all projects, and this 
may lead to biased results towards major classes. 
The distinction between ventricular ectopic beats 
and supra-ventricular ectopic beats should be consid-
ered very important because some drugs for supra-
ventricular ectopic beats can worsen the clinical state 
if the rhythm is a ventricular ectopic beat.

5.	 Class N and class S show a highly overlapped pattern. 
No special care is taken to overcome this issue.

This work eliminates the above limitations by extract-
ing features from the  time-frequency representation 
of an ECG signal through wavelet transform. The entire 
dataset of a benchmark database (i.e., the MIT_BIH ar-
rhythmia database) is used and the proposed model ad-
heres to the classification standard. The proposed model 
trains the classifier in such a way that the classifier better 
predicts the minority class using a hybrid approach. 

Material and methods

The MIT_BIH arrhythmia database was used in this 
work. It contains 48 half-h excerpts of 2-channel am-
bulatory ECG recordings which were obtained from 
47 subjects studied by the BIH arrhythmia laboratory. 
The recordings were digitized at 360 samples per second 
per channel with 11-bit resolution over a 10-mV range. 
The reference annotations for each beat were included 
in  the database. Four records containing paced beats 
(102, 104, 107, and 217) were removed from the analysis 
as specified by the AAMI. The total number of heart 
beats in each class is given in Table 1. Figure 1 shows 
the architecture of  the proposed work. The entire ex-
periments were carried out using Matlab R2012a (Math-
Works, Natick, USA). The details of  the methodology 
followed are summarized below.
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Data preprocessing

The records contain continuous ECG recordings of a du-
ration of 30 min. The raw ECG signals include baseline 
wander, motion artifact, and power line interference noise. 
The discrete wavelet transform (DWT) is used for denois-
ing the ECG signal and for extracting the important fea-
tures from the original ECG signal.22,27 The DWT cap-
tures both temporal and frequency information. The DWT 
of the original ECG signal is computed by successive high 
pass and low pass filtering of that signal. This can be math-
ematically represented as follows in equations (1) and (2),

(1)

(2)

where x[n] is the original ECG signal samples, g and h are 
the impulse responses of the high pass and low pass filters, 

respectively, and are the outputs of the high pass and low 
pass filters after sub-sampling by 2. This procedure is re-
peated until the required decomposition level is reached. 
The low frequency component is called approximation and 
the high frequency component is called detail. 

In this work, the raw ECG signals sampled at 360 Hz 
were decomposed into approximation and detail sub 
bands up to level 9 using Daubechies (‘db8’) wavelet basis 
function.18 The first and second level detail coefficients 
were made zero and were not used for reconstruction 
of the denoised signal, since most of the ECG informa-
tion is contained within the 40-Hz frequency range and 
sub bands at the first and second levels contain the fre-
quency ranges 90–180 Hz and 45–90 Hz, respectively. 
Moreover, power line interference noise occurs at 50 Hz 
or 60 Hz. Baseline wander noise occurs in the frequency 
range of <0.5 Hz, and therefore, the level 9 approxima-
tion sub band in the frequency range of 0–0.351 Hz was 
not used for reconstruction. The denoised signal was 
obtained by applying inverse DWT to the required detail 
coefficients of levels 3, 4, 5, 6, 7, 8, and 9. The coefficients 
of detail sub bands 1 and 2 and the approximation sub 
band 9 were made 0.

After denoising, the continuous ECG waveform was 
segmented into individual heartbeats. This segmentation 
is done by identifying the R peaks using the Pan-Tompkins 
algorithm and by considering the 99 samples before the R 
peak and the 100 samples after the R peak.19 This choice 
of 200 samples, including the R peak for segmentation, 
was made because it constitutes one cardiac activity with 
P, QRS, and T waves. Figure 2 shows a segment of a re-
corded ECG waveform of patient No. 123 before and after 
preprocessing.

Feature extraction

The entire database (97,890 heartbeats) is divided into 
10 sets, each containing 9,789 heartbeats. Nine sets are 
used for training (88,101 heartbeats) and 1 set for testing 
(9,789 heartbeats). From each heartbeat, wavelet-based 
features are extracted by  using Daubechies wavelet 
(‘db4’). A Daubechies wavelet with level 4 decomposi-
tion was selected in this project after making perfor-
mance comparisons with a discrete Meyer wavelet and 
other levels of Daubechies wavelets, including ‘db2’ and 
‘db6’. A total of 107 features were produced by the 4th 
level approximation sub-band and another 107 features 
by  the 4th level detail sub-band. Principal component 
analysis (PCA) was applied to reduce redundant informa-
tion on the extracted features and to reduce the dimen-
sionality. After dimensionality reduction was applied 
separately to the approximation and detail sub-bands, 
a total of 12 features were obtained. The choice of 6 fea-
tures from each sub-band was made since there is no sig-
nificant improvement in classification when more than 
6 features are used.

Table 1. Number of heartbeats in each class

Heartbeat type N S V F Q

Full database 87643 2646 6792 794 15

N − non-ectopic beat; S − supra-ventricular ectopic beat; V − ventricular 
ectopic beat; F − fusion beat; Q − unknown beat.

Fig. 1. Architecture of the proposed work

y [k] =  = x[n] g[2k n]high n
�
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y [k] =  = x[n] h[2k n]low n
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Training of classifiers

The training and testing matrix was computed, in which 
each row represents an ECG heartbeat and the features oc-
cupy the columns. The KNN (with distance metrics such 
as Euclidean, correlation, Mahalanobis, standardized Euclid-
ean, and Spearman), tree, and discriminant (linear and qua-
dratic) classifiers are trained with a training matrix 88,101 × 
12 in size, which includes training examples from all 5 classes. 
The sensitivity, specificity, accuracy, positive predictivity, and 
F-score of those classifiers in classifying ECG arrhythmias 
were compared. The classifier that produced the best sensitiv-
ity and F-score was selected at level 1 of the proposed model. 
The radial basis function SVM was used at level 2 of the pro-
posed model and was trained with examples from the entire 
class S and down-sampled examples from class N. Random 
down-sampling of class N is done in order to match the sam-
ple size of class S (2,646 × 12). The reason for this design 
is that samples from classes S and N are highly overlapped 

and many class S samples are wrongly predicted as class N 
at level 1 because of the large number of class N training 
examples (87,643 × 12). More weight is given to a decision 
from the SVM classifier while determining a test heartbeat 
to be other than class S. The advantage of the SVM classifier 
is that it performs well on datasets that have many attributes, 
even when there are few training examples available. But 
the drawback of SVM is its limitation in speed and size during 
both training and testing. Because of this limitation, SVM 
is not used for the training and classification of all classes. 
SVM is used only to make a final decision of a highly over-
lapped minority class. A description of the classifiers used 
is discussed in the following sections. 

K nearest neighbor classifier

KNN is an instance-based simple classification algo-
rithm. For a  training data set of N points and its cor-
responding labels, given by  {(x1, y1), (x2, y2)… (xN, yN)}, 

Fig. 2. A segment of an ECG waveform before and after preprocessing

A – raw ECG signal; B – approximation subband level 9 and detail subband levels 1–4 (bottom left corner); C – detail subband levels 5–9 (top right corner); 
D – preprocessed ECG waveforms with R peaks detected.
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where (xi, yi) represents a data pair ‘i’ with ‘xi’ as the input 
feature vector and ‘yi’ as  its corresponding target class 
label, the most likely class of test beat ‘x’ is determined 
by finding the K closest training points to it. The predic-
tion of a class is determined by majority vote. The distance 
is taken as the weighting factor for voting. The main ad-
vantage in selecting the KNN classifier is that complex 
tasks can be learned using simple procedures by local ap-
proximation. The training process for KNN only consists 
of storing feature vectors and their corresponding labels. 
It also works well on classes with different characteristics 
for different subsets.20

Tree-based classifier

The decision tree algorithm works by selecting the best 
attribute to  split the  data and expand the  leaf nodes 
of the tree until the stopping criterion is met. After build-
ing the tree, tree pruning is performed to reduce the size 
of the decision tree. This is done in order to avoid over-
fitting and to improve the generalization capability of de-
cision trees. The class of a test heartbeat is determined 
by  following the branches of  the tree until a  leaf node 
is reached. The class of that  leaf node is then assigned 
to the test heartbeat. The advantage of this algorithm is its 
simplicity and good performance for larger data sets. Gini’s 
diversity index is used as the split criterion in this work.

Discriminant classifier

The algorithm creates a new variable from one or more 
linear combinations of input variables. Linear discrimi-
nant analysis is  done by  calculating the  sample mean 
of each class. Sample covariance is  calculated by  sub-
tracting the sample mean of each class from the observa-
tions of that class, and taking the empirical covariance 
matrix of the result. In the linear discriminant model, only 
the means vary for each class, but the covariance matrix 
remains the same. For quadratic discriminant analysis, 
both the mean and covariance of each class varies.

Support vector machine

The support vector machine (SVM) constructs a hyper 
plane in such a way that the margin of separation between 
positive examples (minority class S) and negative exam-
ples (majority class N) is maximized. Since classes S and 
N overlap very much, the hyper plane cannot be linearly 
separable and cannot be constructed without a classifica-
tion error. For such overlapped patterns, SVM performs 
nonlinear mapping of the input vector into a high dimen-
sional feature space. An optimal hyper plane is constructed 
for separation of these newly mapped features. The hy-
per plane is constructed in such a way that it minimizes 
the probability of a classification error. For a training set 
X with N number of training examples, if {(xi, di)} is the ith 

training example, where xi is the input vector for the ith ex-
ample and di is its corresponding target output, αi is the ith 
Lagrange multiplier, K(x, xi) is the inner product kernel, 
and b is the bias, then the optimal separating hyper plane 
is defined as in Equation (3): 

(3)

A radial basis function SVM was used in this work in-
stead of polynomial and two-layer perceptron because 
of its higher discrimination ability. The inner product ker-
nel K(x, xi) of a radial basis function with width σ is given 
by equation (4):

(4)

The performance of the proposed model was evaluated 
using performance metrics such as sensitivity, specificity, 
positive predictivity, F-score, and accuracy. These met-
rics are computed by calculating true positive (TP), true 
negative (TN), false positive (FP), and false negative (FN) 
counts and are defined as follows: sensitivity = TP / (TP 
+ FN), specificity = TN / (TN + FP), positive predictiv-
ity = TP / (TP + FP), F-score = 2TP / (2TP + FP +FN), and 
accuracy = (TP + TN) / (TP + FP + FN +TN). The process 
is repeated 10 times so that each set is used once for test-
ing. The overall performance of the classifier is computed 
by taking the average of all 10 folds.

Results and discussion 

The reliability of a classifier in accurately predicting 
the test heartbeat’s class is measured mainly by the sen-
sitivity and F-score. The reason for not considering accu-
racy is that even a poor classifier can show good accuracy 
in favoring a class with more training examples. It can be 
observed from Fig. 3 that a discriminant classifier with 
linear and quadratic function produces consistently less 
sensitivity than KNN and tree classifiers. The KNN with 
Euclidean distance metric produces the highest sensitivity. 

Figure 4 shows the specificity of all classifiers in each 
of  the  10  folds. The  discriminant classifier produces 
the least specificity. The KNN classifier produces the high-
est specificity. Figure 5 shows the F-score of all classifiers 
in all 10 folds. The discriminant classifier with a linear 
function produces the lowest F-score. The tree classifier 
and the quadratic discriminant classifier produce a near-
ly uniform F-score, while the  KNN classifier achieves 
the highest F-score. 

The  KNN with Euclidean distance metric achieves 
the highest accuracy compared to other classifiers and 
is shown in Fig. 6.

Table 2 shows the average classification results of all clas-
sifiers at level 1. One can see from Table 2 that the KNN 
with Euclidean distance metric and 4 neighbors produces 
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N
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a  better sensitivity, specificity, positive predictivity,  
F-score, and accuracy than the other 2 classifiers which 
were considered. Hence, KNN is used at level 1 of the pro-
posed model. KNN with 3 neighbors also produces compa-
rable results to KNN with 4 neighbors. Compared to KNN 
with 4 neighbors, the KNN classifier with 3 neighbors has 
a greater discrimination capability for class S.

From the  confusion matrix obtained from tenfold 
cross validation using different classifiers, it was found 
that a high number of class S heartbeats are misclassified 

Fig. 5. Results of F-score for 10 different folds of KNN, tree,  
and discriminant classifiers

KNN-E4 – K-nearest neighbour classifier with Euclidean distance 4; 
KNN-E3 – K-nearest neighbour classifier with Euclidean distance 3;  
KNN-COR – K-nearest neighbour classifier with correlation distance metric; 
KNN-MAH – K-nearest neighbour classifier with Mahalanobis distance 
metric; KNN-SE – K-nearest neighbour classifier with standardized Euclidean 
distance metric; KNN-SP – K-nearest neighbour classifier with Spearman 
distance metric; TREE – tree classifier; DIS-QUA – discriminant classifier with 
quadratic function; DIS-LIN – discriminant classifier with linear function.

Fig. 6. Results of accuracy for 10 different folds of KNN, tree,  
and discriminant classifiers

KNN-E4 – K-nearest neighbour classifier with Euclidean distance 4; 
KNN-E3 – K-nearest neighbour classifier with Euclidean distance 3;  
KNN-COR – K-nearest neighbour classifier with correlation distance metric; 
KNN-MAH – K-nearest neighbour classifier with Mahalanobis distance 
metric; KNN-SE – K-nearest neighbour classifier with standardized Euclidean 
distance metric; KNN-SP – K-nearest neighbour classifier with Spearman 
distance metric; TREE – tree classifier; DIS-QUA – discriminant classifier with 
quadratic function; DIS-LIN – discriminant classifier with linear function.

Fig. 4. Results of specificity for 10 different folds of KNN, tree,  
and discriminant classifiers

KNN-E4 – K-nearest neighbour classifier with Euclidean distance 4; 
KNN-E3 – K-nearest neighbour classifier with Euclidean distance 3;  
KNN-COR – K-nearest neighbour classifier with correlation distance metric; 
KNN-MAH – K-nearest neighbour classifier with Mahalanobis distance 
metric; KNN-SE – K-nearest neighbour classifier with standardized Euclidean 
distance metric; KNN-SP – K-nearest neighbour classifier with Spearman 
distance metric; TREE – tree classifier; DIS-QUA – discriminant classifier with 
quadratic function; DIS-LIN – discriminant classifier with linear function.

Fig. 3. Results of sensitivity for 10 different folds of KNN, tree,  
and discriminant classifiers

KNN-E4 – K-nearest neighbour classifier with Euclidean distance 4; 
KNN-E3 – K-nearest neighbour classifier with Euclidean distance 3;  
KNN-COR – K-nearest neighbour classifier with correlation distance metric; 
KNN-MAH – K-nearest neighbour classifier with Mahalanobis distance 
metric; KNN-SE – K-nearest neighbour classifier with standardized Euclidean 
distance metric; KNN-SP – K-nearest neighbour classifier with Spearman 
distance metric; TREE – tree classifier; DIS-QUA – discriminant classifier with 
quadratic function; DIS-LIN – discriminant classifier with linear function.

as normal class N. This is because of the close resemblance 
of class S to the normal class and because the number 
of training examples for class N is higher than class S. 
A sample confusion matrix of the KNN classifier with 
4 neighbors at level 1 is shown in Table 3.

Moreover, the number of  training examples for class 
N (78,879 heartbeats) is much greater than class S (2,381 
heartbeats) training examples. This may be the  reason 
why the KNN with 3 neighbors can classify class S better 
than the KNN with 4 neighbors. For other classes, KNN 
with 4 neighbors performed well. To achieve better results, 
the SVM classifier is used along with KNN. SVM is trained 
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Sensitivity and F-score results before 
and after the  usage of  the  proposed 
model are shown in Table 5. It is clear 
that the sensitivity of class S improves 
considerably through this hybrid model. 
The performance of other classes re-
mains unaltered and the classification 
performance of class N gets slightly re-
duced by an average sensitivity percent-
age of 0.09 and an average F-score per-
centage of 0.01. Class N is the normal 
class and the problem of normal class 
misclassified as class S is less compared 
to a class S beat misclassified as normal 
class N. Hence, the proposed model im-
proves sensitivity in the prediction of all 
heartbeat classes.

Conclusions 

In  this paper, a  hybrid classifica-
tion model is proposed which inherits 
the abilities of both SVM and KNN. In-
stead of using a simple classifier as KNN 
for predicting highly overlapped classes, 
this mixed model improves the sensitiv-
ity of minority classes, which is domi-
nated by the majority class. SVM is spe-
cifically trained to classify overlapped 
classes. At  the  same time, the  low 

complex KNN classifier is trained to classify all 5 classes. 
Hence, the final decision of a test heartbeat is done us-
ing classifiers at both levels of the hierarchy. The perfor-
mance of this model is supported by experimental results 
on the entire MIT/BIH arrhythmia database. Future work 
will experiment with other combinations of classifiers.

Table 2. Average classification results of tenfold cross validation 
for classifiers at level 1
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KNN-Euclidean 4 92.14 99.24 98.56 94.48 99.77

KNN-Euclidean 3 92.07 99.23 98.53 94.43 99.76

KNN-correlation 84.53 99.07 97.92 87.16 99.71

KNN-Mahalanobis 91.05 99.21 94.74 92.39 99.72

KNN-standardized Euclidean 91.11 99.22 94.97 92.53 99.73

KNN-Spearman 84.45 98.19 89.09 85.23 99.30

Tree classifier 77.80 98.15 83.72 78.98 99.28

Discriminant-linear 72.42 93.20 60.87 61.41 98.28

Discriminant-quadratic 72.56 97.27 92.68 74.97 99.06

Table 3. Confusion matrix (KNN 4 fold 2)

n = 9789 (where 
'n' is the total 

number of test 
samples in fold 2)

Predicted

Actual

arrhythmia class S V F N Q

S 234 1 0 30 0

V 0 674 2 3 0

F 0 0 76 3 0

N 13 2 1 8748 0

Q 0 0 0 0 2

N − non-ectopic beat; S − supra-ventricular ectopic beat; V − ventricular ectopic beat; F − fusion 
beat; Q − unknown beat.

Table 4. Confusion matrix (proposed model fold 2)

n = 9789 (where 
'n' is the total 

number of test 
samples in fold 2)

Predicted

Actual

arrhythmia class S V F N Q

S 242 1 0 22 0

V 0 674 2 3 0

F 0 0 76 3 0

N 13 2 1 8748 0

Q 0 0 0 0 2

N − non-ectopic beat; S − supra-ventricular ectopic beat; V − ventricular ectopic beat; F − fusion 
beat; Q − unknown beat.

Table 5. Sensitivity and F-score of class S before and after using 
the proposed model

Fold 
number

Sensitivity of class S F-Score of class S

KNN – EUC 4 Proposed KNN – EUC 4 Proposed

Fold 1 88.68 90.56 92.16 92.30

Fold 2 88.30 91.32 91.40 93.07

Fold 3 85.28 87.54 90.58 90.62

Fold 4 88.67 91.69 92.33 92.74

Fold 5 88.67 90.56 91.79 92.13

Fold 6 85.66 88.30 89.90 90.00

Fold 7 92.07 93.58 94.02 93.23

Fold 8 89.43 90.56 92.75 92.13

Fold 9 90.18 91.69 93.35 92.57

Fold 10 92.07 94.33 93.84 93.80

KNN-EUC 4 – K-nearest neighbour classifier with Euclidean distance 4.

to classify class S from class N. The classification result 
of KNN with Euclidean distance metric (4 and 3 neighbors) 
was compared with the predicted result of Support vector 
machine (SVM). A test heartbeat is concluded to be class S 
if at least 2 classifiers predict it as class S. A sample confusion 
matrix of the proposed hybrid model is shown in Table 4.
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Abstract
Background. Cancer cells are dependent on aerobic glycolysis for energy production and increased glutamine 
consumption. HIF-1α and c-MYC transcription factors regulate the expression of glycolytic and glutamino-
lytic genes. Their activity may be repressed by SIRT6. Head and neck carcinomas show frequent activation 
of c-MYC function and SIRT6 down-regulation, which contributes to a strong dependence on glucose and 
glutamine availability.

Objectives. The aim of this study was to compare the influence of HIF-1α and c-MYC inhibitors (KG-548 and 
10058-F4, respectively) and potential SIRT6 inducers – resveratrol and its synthetic derivative DMU-212 with 
the effect of glycolysis and glutaminolysis inhibitors (2-deoxyglucose and aminooxyacetic acid, respectively) 
on the metabolism and expression of metabolic enzymes in FaDu hypopharyngeal carcinoma cells.

Material and methods. Cell viability was assessed by means of an MTT assay. Quantitative PCR was 
performed to evaluate the expression of SIRT6, HIF-1α, c-MYC, GLUT1, SLC1A5, HK2, PFKM, PKM2, LDHA, GLS, 
and GDH. The release of glycolysis and glutaminolysis end-products into the culture medium – lactate and 
ammonia, respectively – was assessed using standard colorimetric assays.

Results. Lactate production was significantly inhibited by 10058-F4, KG-548, and 2-deoxyglucose. More-
over, 10058-F4 strongly reduced the amount of ammonia release. The effects of 10058-F4 activity can be 
attributed to a reduction in the expression of PKM2 and LDHA. On the other hand, the induction of SIRT6 
expression by resveratrol and DMU-212 was not associated with significant modulation of the expression 
of metabolic enzymes.

Conclusions. Overall, the results of this study indicate that the inhibition of c-MYC may be considered to be 
a promising strategy of the modulation of cancer-related metabolic changes in head and neck carcinomas.

Key words: c-MYC, energy metabolism, the Warburg effect, 10058-F4, FaDu cells
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Introduction

Cancer cells, in contrast to normal cells, generate energy 
by  increasing aerobic glycolysis, a phenomenon termed 
“the Warburg effect”.1 Altered energy metabolism support-
ing continuous cell growth and proliferation was pointed out 
as a new hallmark of cancer cells.2 Several hypotheses have 
been proposed to explain the maintenance of this seem-
ingly wasteful catabolic state. Recent investigations into 
the mechanisms that underlie the Warburg effect indicate 
that beside the direct involvement of overexpressed uncou-
pling proteins (UCP) in the Warburg effect, the alterations 
in the glycolytic pathway itself may be equally or even more 
important. In this regard, it has been suggested that pyru-
vate kinase M2 (PKM2) or hexokinase 2 (HK2) might be 
the key mediators of aerobic glycolysis and promote tumor 
growth, at least in certain types of tumors.3–5 Moreover, 
PKM2 was shown to function as a co-activator of hypoxia 
inducible factor 1 (HIF-1).6

The HIF-1 factor may be considered a driver molecule 
of glycolytic control. It is composed of an HIF-1α subunit, 
which is susceptible to changes in oxygen concentration (sta-
bilized in hypoxic conditions), and HIF-1β being constitu-
tively expressed.7 Typically, HIF-1α is expressed in hypoxia, 
whereas under oxygen stimuli, prolyl hydroxylase 2 (PHD2) 
promotes HIF-1α association with von Hippel-Lindau tumor 
suppressor (VHL), which finally leads to the ubiquitination 
and proteasomal degradation of HIF-1α.8,9 However, onco-
genic H-Ras and phosphatidylinositol 3-kinase signaling can 
maintain an elevated HIF-1α level even in aerobic condi-
tions.9 Moreover, inactivating mutations of genes encoding 
succinate dehydrogenase and fumarase lead to an accumu-
lation of succinate and fumarate, which results in the stabi-
lization of HIF-1α in normoxia via the inhibition of prolyl 
hydroxylase.7,9

There are also suggestions that aerobic glycolysis may 
represent a shift to the oxidative metabolism of non-glucose 
carbon sources, particularly glutamine – an amino acid 
that is ultimately converted to α-ketoglutarate in the mito-
chondria to enter the citric acid cycle (CAC).4 Indeed, gluta-
mine seems to be a nutrient as important as glucose for some 
types of malignant cells. For instance, the proliferation and 
survival of head and neck squamous cell carcinoma cells 
(HNSCC) strongly depend on both glucose and glutamine 
availability, where cell proliferation can be maximized only 
in the presence of glutamine.10 The c-MYC transcription 
factor is suggested to be important in the regulation of both 
glutamine and glucose metabolism.11 Cells overexpressing 
c-MYC are glutamine-addicted, which is related to an in-
creased glutaminase 1 (GLS1) level.12 c-MYC is responsible 
for the direct promotion of the expression of glutamine 
transporters enhancing glutamine’s cellular entry11,12 and 
is capable of supporting HIF-1α functions by up-regulating, 
e.g., HK2, phosphofructokinase (PFK1), PKM2, and lactate 
dehydrogenase (LDH), contributing to the enhancement 
of glycolysis intensity as well.8

The transcriptional activity of HIF-1α and c-MYC may be 
regulated by an interaction with other proteins including epi-
genetic modulatory proteins. Sirtuins have recently emerged 
as important regulators of energy metabolism in mamma-
lian cells.13 Sirtuins (SIRTs) belong to Class III of the histone 
deacetylase (HDACs) family and are the only HDACs that re-
quire NAD+ for their proper enzymatic activity.14 Histone acet-
ylation is known to promote the local transcriptional activity 
of chromatin, whereas histone deacetylases, by removing ace-
tyl groups, lead to the formation of tightly packed and tran-
scriptionally inactive heterochromatin. SIRT6 is thought to be 
especially important in metabolic orchestration, and its deple-
tion may be connected with the development of a metabolic 
environment conducive to cancer. Both HIF-1α and SIRT6 
influence the expression of several crucial glycolytic genes, 
e.g., PFK1, aldolase (ALD), pyruvate dehydrogenase kinase 1 
(PDK1), LDH and, additionally, glucose transporter GLUT-1.15 
Lack of SIRT6 leads to the up-regulation of glycolytic genes 
via HIF-1α derepression. Similarly, a decreased expression 
of SIRT6 relieves the repression of c-MYC transcriptional ac-
tivity. Altogether, SIRT6 depletion may result in the enhance-
ment of HIF-1α and c-MYC target gene expression, which 
contributes to a characteristic glucose (HIF-1α and c-MYC)16 
and glutamine (c-MYC) addiction.17 Importantly, the level 
of the expression of SIRT6 is decreased in head and neck 
squamous cell carcinomas.18 The activity of SIRT1 may be 
induced by resveratrol and possibly other stilbene derivatives, 
and SIRT1 may indirectly induce the expression of SIRT6.19 

Head and neck squamous cell carcinomas (HNSCCs) 
are the fifth most common type of cancer20 characterized 
by a poor survival rate, particularly for patients with aggres-
sive tumors, and regional and distant metastases.21 A bet-
ter understanding of tumor metabolism in HNSCCs may 
provide new therapeutic strategies for the treatment of this 
type of cancer. The data on the regulation of energetic me-
tabolism in HNSCCs, although limited,22 suggests that head 
and neck cancer cell proliferation depends on glucose and 
glutamine metabolism. The aim of this study was to evalu-
ate the influence of small molecules – inhibitors of specific 
regulators of both c-MYC inhibitor (10058-F4) and HIF-1 
inhibitor (KG-548) pathways – on the proliferation and me-
tabolism of the hypopharyngeal carcinoma FaDu cells. Direct 
inhibitors of glycolysis (2-deoxyglucose) and transamination 
(aminooxyacetic acid) were used for comparison. Addition-
ally, we tested whether resveratrol and its synthetic deriva-
tive DMU-212 are capable of inducing SIRT6 and, therefore, 
affecting energy metabolism in FaDu cells.

Material and methods

Cell culture and viability assay

The hypopharyngeal carcinoma FaDu cell line was pur-
chased from ATCC (Manassas, Virginia, USA). The cells 
were grown in  Dulbecco’s Modified Eagle’s Medium 
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(DMEM), containing 10% fetal bovine serum (FBS) (Bio-
west SAS, Nuaillé, France) and antibiotics – penicillin and 
streptomycin 1% (Sigma-Aldrich, St. Louis, USA) – at 37°C 
in a 95% humidified and 5% CO2 atmosphere. 

The effects of KG-548, 10058-F4, 2-deoxyglucose, res-
veratrol (Sigma-Aldrich, St. Louis, USA), and DMU-212 
(obtained from the Department of Toxicology, Poznań 
University of Medical Sciences) and aminooxyacetic acid 
(MP Biomedicals, Illkirch, France) on FaDu cell viability 
were assessed by the MTT assay according to standard 
protocols. Briefly, 104 cells were seeded per well in a 96-
well plate. After 24 h of pre-incubation in DMEM supple-
mented with 5% FBS and antibiotics, the tested compounds 
were added to the culture medium in various concentra-
tions and the cells were incubated for 24 h. Afterwards, 
the cells were washed twice with PBS buffer, and a fresh 
medium containing MTT salt (0.5 mg/mL) was added. 
After 4 h of incubation, formazan crystals were dissolved 
in acidic isopropanol and absorbance was measured at 570 
and 690 nm. All the experiments were repeated 3 times 
with 3 measurements per assay. In all the subsequent ex-
periments, non-toxic concentrations (viability level >70%) 
of  the  compounds were used. The  chemical structure 
of the studied compounds is presented in Fig. 1.

Isolation of total RNA and cDNA synthesis

1 × 106 cells were seeded in  100-mm culture dishes, 
and after 24 h of pre-incubation in DMEM containing 5% 
FBS, the cells were treated with 10 μM of resveratrol, 2 μM 
of DMU-212, 50 μM of KG-548 and 10058-F4, 1 or 2 mM 
of 2-deoxyglucose (2-DG), and 0.1 or 0.2 mM of aminooxy-
acetic acid (AOAA) or vehicle control. After a 24-h incubation, 
total RNA was isolated using a Universal RNA Purification 
Kit (EURx, Gdańsk, Poland) and subsequently subjected to re-
verse transcription using a RevertAid First Strand cDNA 
Synthesis Kit (Thermo Fisher Scientific Inc., Waltham, USA), 
according to the manufacturer’s recommendations.

Quantitative real-time polymerase  
chain reaction

Quantitative real-time polymerase chain reaction (PCR) 
was performed using the Maxima SYBR Green qPCR Mas-
ter Mix (2X) (Thermo Fisher Scientific, Waltham, USA) 

Fig. 1. The chemical structure of the tested compounds

Table 1. The sequence of starters used in real-time PCR reactions

Primer Sequence Product size

PBGD
forward 5’CCGCATCTGGAGTTCAGGAGTATTC

101 bp
reverse 5’CCAGCTGTTGCCAGGATGATG

TBP
forward 5’GGCACCACTCCACTGTATC

183 bp
reverse 5’GGGATTATATTCGGCGTTTCG

SIRT6
forward 5’ACTGGCGAGGCTGGTCTG

157 bp
reverse 5’GCTCTCAAAGGTGGTGTCG

HIF-1α
forward 5’CAGTAACCAACCTCAGTGTG

199 bp
reverse 5’AAGTTCTTCTGGCTCATATCC

c-MYC
forward 5’TTACAACACCCGAGCAAG

133 bp
reverse 5’AATCCAGCGTCTAAGCAG

GLUT1
forward 5’GCCAAGAGTGTGCTAAAG

107 bp
reverse 5’ATGGTGACCTTCTTCTCC

SLC1A5
forward 5’CTGCCTTTGGGACCTCTTC

93 bp
reverse 5’AACGGCTGATGTGCTTGG

HK2
forward 5’GTCCGTAACATTCTCATCG

125 bp
reverse 5’AGGCAGTCACTCTCAATC

PFKM
forward 5’GCCCGTGTCTTCTTTGTC

161 bp
reverse 5’AGTCGTCCTTCTCGTTCC

PKM2
forward 5’AGAGAAGGGAAAGAACATCAAG

175 bp
reverse 5’GCACCGTCCAATCATCATC

LDHA
forward 5’TCAGCCCGATTCCGTTACC

119 bp
reverse 5’ACATTCATTCCACTCCATACAGG

GLS
forward 5’ATGATGTGCTGGTCTCCTC

177 bp
reverse 5’ATTTATCACTGACTTTACCCTTTG

GDH
forward 5’GGATTCTAACTACCACTTGCTC

171 bp
reverse 5’GAACGCTCCATTGTGTATGC
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Fig. 2. The effect of the tested compounds on the viability of FaDu cells 

Mean values +/- SEM from 3 independent experiments are shown. The viability of vehicle-treated cells was considered to be 100%.

on a Chromo4 thermal cycler (BioRad Laboratories, Hercu-
les, USA). The primer sequences which are listed in Table 1 
were generated using Beacon Designer software and syn-
thesized at the Institute of Biochemistry and Biophysics, 
Warszawa, Poland. All the reactions were run in tripli-
cate. The protocol started with a 10 min enzyme activation 
at 95°C, followed by 40 cycles of 95°C for 15 s, 56°C for 20 s, 
72°C for 40 s, and the final elongation at 72°C for 5 min. 
The melting curve analysis was used to confirm the gen-
eration of a single amplification product. Experiments 
were normalized for the mean expression of the TATA-
box binding protein (TBP) and porphobilinogen deami-
nase (PBGD). The Pfaffl relative method was used for fold-
change quantification. 

Lactate and ammonia concentration analysis

Lactate concentration in the culture medium was mea-
sured using an L-Lactate Assay Kit, and the ammonia 
concentration was tested using an Ammonia Assay Kit 
(ScienCell Research Laboratories, Carlsbad, USA) accord-
ing to the manufacturer’s instructions. Immediately after 

acquisition, the media samples were divided into 2 portions 
and 1 was passed through Amicon Ultra 10K filters (Mil-
lipore, Cork, Ireland) in order to remove any LDH activity 
which could interfere with lactate assessment.

Statistical analysis

Statistical analysis was performed by one-way ANOVA 
using STATISTICA software (v. 10). The statistical signifi-
cance between the experimental groups and their respec-
tive controls was assessed by Tukey’s post hoc test, with 
p < 0.05 considered significant.

Results

Cell viability analysis

Cell viability was assessed by the MTT assay (Fig. 2). 
2-deoxyglucose reduced cell viability in a dose-dependent 
manner (Fig. 2C), in contrast to AOAA, which exerted 
weaker effects (Fig. 2D). KG-548 did not significantly affect 
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cell viability up to 100 μM, while 10058-F4 decreased cell 
viability only at high concentrations (Fig. 2B). DMU-212 
showed stronger anti-proliferative effects than its parent 
compound, resveratrol (Fig. 2A). In all the subsequent ex-
periments, non-toxic concentrations of the tested com-
pounds (viability above 70%) were used.

Lactate and ammonia concentration analysis

The release of glycolysis and glutaminolysis end-prod-
ucts – lactate and ammonia, respectively – into the cul-
ture medium was assessed in order to evaluate the effect 
of the tested modulators on these pathways. Lactate con-
centration was significantly reduced after treatment with 
KG-548 (HIF-1 inhibitor), 10058-F4 (c-MYC inhibitor), 
and 2-deoxyglucose (glycolysis inhibitor). Resveratrol,  
DMU-212, and AOAA showed a  tendency to  reduce 
lactate production; however, the changes were not sta-
tistically significant (Fig. 3A). Ammonia production re-
mained unaltered after the FaDu cells were treated with 
the compounds, with the exception of 10058-F4, which 
diminished the ammonia level in media samples by al- 
most 60% (Fig. 3B).

Gene expression analysis

Figure 4 presents the results of the quantitative PCR 
which was performed to evaluate the expression of genes 
associated with the metabolism of glucose (glucose trans-
porter [GLUT1], hexokinase 2 [HK2], phosphofructoki-
nase M [PFKM], pyruvate kinase M2 [PKM2], and lactate 
dehydrogenase A  [LDHA]) and glutamine (glutamine 
transporter [SLC1A5], glutaminase [GLS], and glutamate 
dehydrogenase [GDH]) and genes which encode regula-
tory proteins: sirtuin 6 (SIRT6), hypoxia inducible factor 
1α (HIF-1α), and transcription factor c-MYC. Although 
resveratrol and DMU-212 induced the expression of SIRT6 
(Fig. 4A), they did not significantly change the expres-
sion of genes related to the metabolism of glucose and 
glutamine, with the exception of HK2 up-regulation after 
exposure to DMU-212 (Fig. 4F). KG-548 also did not affect 

the expression of glucose and glutamine metabolism genes 
except for GLUT1 (Fig. 4D); however, it did lead to a signifi-
cant induction of c-MYC expression (Fig. 4C). The stron-
gest modulation of the expression of the studied genes was 
exerted by the MYC inhibitor, 10058-F4. This compound 
decreased the expression of genes engaged in the last stage 
of glycolysis – PKM2 (Fig. 4H) and LDHA (Fig. 4I) – by ap-
prox. 60%. Interestingly, this compound induced the ex-
pression of glutamine transporter (Fig. 4E), but had a slight 
inhibitory effect on the expression of glutaminase (Fig. 4J). 
Although 2-deoxyglucose reduces lactate generation main-
ly through the direct inhibition of glycolysis, the treatment 
of FaDu cells with this compound also led to a decrease 
in the expression of GLUT1 (Fig. 4D) and HK2 (Fig. 4F).

Discussion

Head and neck squamous cell carcinomas (HNSCCs) 
are characterized in most cases by unfavorable outcome 
rates. Thus, a better understanding of the molecular path-
ways involved in the malignant transformation of HNSCCs 
is essential for the development of novel therapies. A shift 
in glucose degradation from glucose oxidation to aerobic 
glycolysis and the induction of glutaminolysis are consid-
ered to be hallmarks of cancer cell metabolism. However, 
the data on the regulation of these pathways in HNSCCs 
are limited and somehow controversial. The aim of this 
study was to attempt to assess the role of these processes 
along with SIRT6 activation in FaDu cells derived from 
hypopharyngeal SCC using small molecule inhibitors 
of specific target elements of these pathways.

The results pointed to the c-MYC inhibitor, 10058-F4, 
as the most effective modulator of both pathways. This was 
the only compound among the tested modulators which 
decreased both lactate and ammonia production, the end-
products of glycolysis and glutaminolysis, respectively. 
Moreover, the c-MYC inhibitor decreased the expression 
of the LDHA gene encoding a major molecular media-
tor of the Warburg effect as well as the PKM2 gene and 
slightly decreased glutaminase expression. Interestingly, 

Fig. 3. The effect of resveratrol, DMU-212, and small molecule inhibitors KG-548, 10058-F4, 2-deoxyglucose (2-DG), and aminooxyacetic acid (AOAA) 
on lactate (A) and ammonia (B) release into the culture medium

Mean values +/- SEM from 2 independent experiments are shown. The level of vehicle-treated cells was considered to be 100%. An asterisk above a bar 
denotes statistically significant differences from the control group, p < 0.05.
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Fig. 4. The effect of resveratrol (RES), DMU-212, and small molecule inhibitors KG-548, 10058-F4, 2-deoxyglucose (2-DG), and aminooxyacetic acid (AOAA) 
on the expression of SIRT6 (A), HIF-1α (B), c-MYC (C), glucose (D), and glutamine (E) transporters, on key glycolysis enzymes HK2 (F), PFKM (G), PKM2 (H),  
and LDHA (I), as well as on key glutaminolysis enzymes GLS (J) and GDH (K) in FaDu cells

Mean values +/- SEM from 2 independent experiments are shown. The level of vehicle-treated cells was considered to be 1. An asterisk above a bar  
denotes statistically significant differences from the control group, p < 0.05.
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the  inhibition of HIF-1 by KG-548, although resulting 
in a reduced production of lactate, did not affect the ex-
pression of glycolytic enzymes. Thus, these results sug-
gest that the upregulation of proto-oncogene c-MYC plays 
a major role in the regulation of glycolysis in FaDu cells. 
To a certain extent, our results also confirm the observa-
tion that glucose, not glutamine, is the dominant energy 
source required for the proliferation and survival of HN-
SCC cells.22 On the other hand, the induction of SLC1A5 
by 10058-F4 is consistent with the results of other authors 
who showed an elevated expression of this transporter 
as  a  response to  c-MYC inhibition in  human P-493 B 
lymphoma and PC3 prostate cancer cells.12,23 However, 
the mechanism which leads to the decrease in ammo-
nia production is  elusive since it  cannot be explained 
by changes in the gene expression level alone. It may be 
hypothesized that ammonia secretion is reduced passively 
through the blocking of  lactate production, which may 
favor mitochondrial consumption of pyruvate and thus re-
duce the use of glutamine for anaplerosis. 

SIRT6 has recently emerged as a novel tumor suppressor 
which regulates aerobic glycolysis in cancer cells. More-
over, it has been proposed that SIRT6 functions as a co-
repressor of HIF-1a and c-MYC by deacetylating H3K9 
and H3K56 at HIF-1a and c-MYC target gene promoters, 
respectively.13,24

Since SIRT6 is  downregulated in  many tumors, in-
cluding HNSCCs, SIRT6 upregulation may be expected 
to reverse the tumorigenic metabolic profile. To test this 
hypothesis, we used 2 stilbene derivatives, resveratrol and 
its methoxy-analogue, DMU-212, as possible activators 
since resveratrol was previously described as an activa-
tor of SIRT1.25

Both resveratrol and DMU-212 induced the expression 
of SIRT6, but only slightly affected the expression of genes 
whose products are involved in glucose and glutamine 
metabolism. These results suggest that SIRT6 does not 
play a critical role in the regulation of the transcriptional 
activity of HIF-1 and c-MYC in FaDu cells. However, more 
detailed studies are required to confirm this observation.

Among the other modulators used in this study, 2-de-
oxyglucose effectively inhibited glycolysis as expected, 
leading to a decreased viability of FaDu cells. This obser-
vation indicates that targeting glycolysis may be a valid 
anti-proliferative strategy in HNSCCs, as has been recently 
suggested.26 The anti-proliferative effects of 2-deoxyglu-
cose are related to blocking the consumption of glucose 
in glycolysis and the depletion of the cellular ATP level 
due to the accumulation of 2-deoxyglucose-6-phosphate 
(2-DG-6-P), which can neither be transformed into fruc-
tose derivative nor utilized in the pentose phosphate path-
way.27,28 Accumulated 2-DG-6-P may reach levels 20-fold 
higher than G-6-P concentrations. 2-deoxyglucose also 
affects the protein N-glycosylation, induces the accumu-
lation of misfolded proteins, and disrupts proper protein 
translocation to the cell membrane.29,30

AOAA, a glutaminolysis inhibitor, also reduced FaDu 
cell viability; however, this effect cannot be attributed 
to the modulation of either glutaminolysis or glycolysis. 
AOAA’s lack of effect on ammonia production may be 
related to the induction of glutamate metabolism by glu-
tamate dehydrogenase, which may be associated with 
the induction of c-MYC expression.31 Thus, our results 
support the hypothesis that AOAA mediates cytotoxic 
effects through a stress response pathway.32

Overall, the results of the study indicate that the c-MYC 
transcription factor, rather than HIF-1α, plays a major role 
in the regulation of glycolytic and glutaminolytic enzyme 
expression in head and neck carcinoma cells. This sug-
gests that c-MYC inhibitors, as with 2-deoxyglucose, may 
show anti-proliferative activity in HNSCCs by modulating 
dysregulated metabolic pathways. 
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Abstract
Background. In Poland, as in most other European countries, diseases of the respiratory system are the 
4th leading cause of mortality; they are responsible for about 8% of all deaths in the European Union (EU) 
annually. To assess the socio-economic aspects of mortality, it has become increasingly common to apply 
potential measures rather than conventionally used ratios.

Objectives. The aim of this study was to analyze years of life lost due to premature deaths caused by diseases 
of the respiratory system in Poland from 1999 to 2013.

Material and methods. The study was based on a dataset of 5,606,516 records, obtained from the death 
certificates of Polish residents who died between 1999 and 2013. The information on deaths caused by dis-
eases of the respiratory system, i.e., coded as J00–J99 according to the International Statistical Classification 
of Diseases and Related Health Problems, 10th revision (ICD-10), was analyzed. The Standard Expected Years 
of Life Lost (SEYLL) indicator was used in the study.

Results. In the years 1999–2013, the Polish population suffered 280,519 deaths caused by diseases of the 
respiratory system (4.69% of all deaths). In the period analyzed, a gradual decrease in the standardized 
death rate was observed – from 46.31 per 100,000 inhabitants in 1999 to 41.02 in 2013. The dominant 
causes of death were influenza and pneumonia (J09–J18) and chronic lower respiratory diseases (J40–J47). 
Diseases of the respiratory system were the cause of 4,474,548.92 lost life years. The Standard Expected Years 
of Life Lost per person (SEYLLp) was 104.72 per 10,000 males and 52.85 per 10,000 females. The Standard 
Expected Years of Life Lost per death (SEYLLd) for people who died due to diseases of the respiratory system 
was 17.54 years of life on average for men and 13.65 years on average for women.

Conclusions. The use of the SEYLL indicator provided significant information on premature mortality due 
to diseases of the respiratory system, indicating the fact that they play a large role in the health status of the 
Polish population.

Key words: years of life lost, premature mortality, respiratory system, Poland
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Introduction

Diseases of  the respiratory system are an  important 
health problem faced by the population of Europe. It is es-
timated that they cause about 8% of  all deaths in  the 
European Union (EU) each year. Additionally, in many 
highly-developed member nations, this percentage is of-
ten higher than the EU average, accounting for more than 
10% of deaths (e.g., in 2012: Great Britain – 14.1%; Denmark 
– 11.2%; Belgium – 10.5%; and the Netherlands – 10.4%).1

In Poland, as in most other European countries, dis-
eases of the respiratory system are the 4th leading cause 
of mortality, after diseases of the circulatory system, ma-
lignant neoplasms, and external causes.2,3 However, the 
proportional mortality rate due to these diseases is lower 
than the EU average (5.2% in 2012). On the other hand, 
the increasing number of deaths caused by diseases of the 
respiratory system is alarming.1,4

To assess the socioeconomic aspects of deaths, it has 
become increasingly common to apply potential measures 
which take into account the lifetime potential of the in-
dividuals in the population, rather than the convention-
ally used ratios.5,6 These measures consider not only the 
number of deaths, but also the age of the individuals at the 
moment of death, so they can be used to analyze the prob-
lem of premature mortality. Knowledge about the scope 
of the problem and its changes over time plays a pivotal role 
in planning the public health policy in every population.7,8

The aim of this study was to assess the years of life lost 
due to premature deaths caused by diseases of the respira-
tory system in Poland between 1999 and 2013, using the 
Standard Expected Years of Life Lost (SEYLL), Standard 
Expected Years of Life Lost per person (SEYLLp), and Stan-
dard Expected Years of Life Lost per death (SEYLLd).

Material and methods

This study was based on a dataset of 5,606,516 records 
provided by the Statistical Office in Poland, which con-
tained information from the death certificates of Poles who 
died between 1999 and 2013. The analysis was performed 
on the records reporting deaths caused by diseases of the 
respiratory system, i.e., coded as J00–J99 according to the 
International Statistical Classification of Diseases and Re-
lated Health Problems, 10th revision (ICD-10).

In the study, proportional and specific death ratios were 
used. The measures were standardized using the direct 
method for age, with the use of the European population 
as a reference.

The SEYLL indicator was used as a potential measure. 
It  was calculated according to  the method developed 
by Murray and Lopez:5

where:
e*χ  – the average life expectancy for a particular age based 

on a standard population;
dχ – the number of deaths at age χ;
χ  – the age of death;
I   – the oldest age in the population.
The life expectancies for particular ages were determined 

from the life tables published by the World Health Organi-
zation (WHO) in 2012.9 According to this source, the ex-
pected lifespan for both genders is 86.02 years. The values 
given in the table were not adjusted for age or discounted.

In this study, 2 additional calculations were performed: 
SEYLLp, the ratio of the SEYLL to the number of inhab-
itants of a country in the year analyzed (calculated per 
10,000 inhabitants in this study); and SEYLLd, the quotient 
of the SEYLL and the number of deaths caused by a par-
ticular disease, i.e., calculated per 1 death.

Results

From 1999 to  2013, the Polish population suffered 
280,519 deaths caused by diseases of the respiratory sys-
tem, which accounted for 4.69% of all deaths. The ratio 
between men and women was 1.45 (Table 1).

In the period studied, the values of the standardized 
death rate due to diseases of the respiratory system gradu-
ally decreased for both men and women. In 2013, com-
pared to 1999, the value of this rate had decreased by 8.21 
for men (per 100,000 males) and by 3.52 for women (per 
100,000 females) (Fig. 1).

The majority of deaths attributed to diseases of the re-
spiratory system occurred in the age group of 65 years and 
above. In 1999, 78.29% of all deaths of men due to diseases 
of the respiratory system were noted in this age group, 
and in 2013 this figure was 77.54%. For women, 87.26% 
and 86.71% of all deaths due to these diseases were found 
in this age group in 1999 and 2013, respectively.

The prevailing causes of deaths due to diseases of the 
respiratory system were influenza and pneumonia (J09–
J18), as well as chronic lower respiratory diseases (J40–
J47). Over the period analyzed, the percentage of deaths 
due to influenza and pneumonia increased from 48.01% 
to 58.73%, but dropped for all other respiratory diseases; 
for example, deaths due to chronic lower respiratory dis-
eases fell from 42.59% to 33.65%.

In 1999, the dominant cause of death due to diseases of the 
respiratory system among men were chronic lower respira-
tory diseases, while in 2013 it was influenza and pneumo-
nia. The percentage of male deaths decreased for all other 
groups of diseases over the period of 1999–2013. Only the 
group of other respiratory diseases principally affecting the 
interstitium (J80–J84) demonstrated such high incidence.

For women, on the other hand, while respiratory deaths 
were predominantly caused by influenza and pneumonia 
over the study period, the percentage of deaths due to these 

SEYLL =Σdχ
I

χ=0
eχ∗
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diseases grew from 60.22% to 65.03% by the end of 2013. 
It was also observed that the percentage of deaths caused 
by lung diseases due to external causes (J60–J70) increased 
from 1.77% to 2.02%. The deaths caused by other groups 
of respiratory diseases fell (Table 2).

In Poland, between 1999 and 2013, deaths due to diseases 
of the respiratory system accounted for 4,474,548.92 years 
of  lost life (SEYLL): 2,908,777.99  years for men and 
1,565,770.93  years for women. These figures trans-
late to 104.72 prematurely lost life years (SEYLLp) per 

Table 1. Deaths caused by diseases of the respiratory system in Poland from 1999 to 2013

Year
Men Women General

number of deaths proportional 
mortality ratio number of deaths proportional 

mortality ratio number of deaths proportional 
mortality ratio

1999 10,427 5.11 7,496 4.23 17,923 4.70

2000 10,491 5.37 7,819 4.53 18,310 4.98

2001 9,284 4.81 6,474 3.80 15,758 4.34

2002 9,342 4.87 6,195 3.69 15,537 4.32

2003 10,185 5.25 7,145 4.17 17,330 4.74

2004 10,175 5.23 6,697 3.97 16,872 4.64

2005 11,066 5.62 7,481 4.36 18,547 5.04

2006 11,126 5.61 7,341 4.28 18,467 5.00

2007 11,778 5.82 7,644 4.37 19,422 5.15

2008 11,569 5.72 7,728 4.36 19,297 5.09

2009 12,206 5.99 8,446 4.66 20,652 5.36

2010 11,487 5.75 7,846 4.39 19,333 5.11

2011 11,868 5.99 8,108 4.57 19,976 5.32

2012 11,715 5.80 8,433 4.62 20,148 5.24

2013 13,106 6.50 9,841 5.30 22,947 5.92

Total 165,825 5.23 114,694 4.08 280,519 4.69

Fig. 1. Standardized death rate due to diseases of the respiratory system in Poland from 1999 to 2013, calculated per 100,000 inhabitants according to sex
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10,000 men, and 52.85 years per 10,000 females. The num-
ber of lost life years was found to increase over the period 
for both men and women, with SEYLLp being the highest 
in the final year of observation: for men it was 118.43 and 
for women 64.68. SEYLLp for men was lower than 100 only 
in the years 2001–2004. During this time, the lowest values 
for women were also recorded (<50).

The analysis of SEYLLd indicated that a man who died 
due to a disease of the respiratory system in Poland from 
1999 to 2013 lost 17.54 years on average, and a woman 
13.65 years on average. Over the period studied, SEYLLd 
fell from 18.55 in 1999 to 16.83 in 2013 for men, and from 
14.23 to 13.06 for women (Table 3).

Discussion

Poland belongs to the group of European countries with 
a low mortality rate for diseases of the respiratory system, 
which contribute to about 5% of all Polish deaths. However, 
the results of the authors’ research indicate that this percent-
age may increase in the coming years. It was at its highest 
point in the last year of observation, at 5.92%, which was 

0.62% higher compared to the previous year and 1.60% higher 
than the lowest value recorded during the study period (4.32% 
in 2002). In 2012, the highest proportional mortality rate 
from all the EU countries was noted in Great Britain. It was 
14.1% during that time. The available data indicates that the 
values of this ratio may also increase in this population.10

This study examines the changes in the standardized 
death rate due to diseases of the respiratory system in Po-
land. Its value gradually decreased over the study period, but 
a significant increase was noted in the final year. A similar 
trend in the standardized death rate was observed for Great 
Britain and the EU as a whole.4 In Poland, the standardized 
death rate due to diseases of the respiratory system for the 
general population now has a value almost equal to the EU 
average (41.02 vs 41.64 per 100,000 inhabitants in 2013).  
For men, the EU average value was exceeded in 2006, and 
this upward trend has continued to the present (64.37 vs 
47.47 per 100,000 males in 2013). For women, the values 
were lower than the EU average throughout the entire pe-
riod analyzed (26.82 vs 31.05 per 100,000 females in 2013).

An analysis of deaths due to diseases of the respiratory 
system according to age helps in interpreting the changes 
seen in the values of the standardized death rate and the 

Table 2. Deaths due to diseases of the respiratory system in Poland in 1999 and 2013 according to cause and sex

Cause of death
1999 2013

men women general men women general

Acute upper respiratory infections  
(J00–J06)

12
(0.12%)

10
(0.13%)

22
(0.12%)

5
(0.04%)

3
(0.03%)

8
(0.03%)

Influenza and pneumonia (J09–J18)
4,090

(39.23%)
4,514

(60.22%)
8,604

(48.01%)
7,078

(54.01%)
6,399

(65.03%)
13,477

(58.73%)

Influenza (J09–J11)
5

(0.12%)
4

(0.09%)
9

(0.10%)
47

(0.66%)
50

(0.78%)
97

(0.72%)

Pneumonia (J12–J18)
4,085

(99.88%)
4,510

(99.91%)
8,595

(99.90%)
7,031

(99.34%)
6,349

(99.22%)
13,380

(99.28%)

Other acute lower respiratory infections 
(J20–J22)

55
(0.53%)

35
(0.47%)

90
(0.50%)

11
(0.08%)

35
(0.36%)

46
(0.20%)

Other diseases of upper respiratory tract  
(J30–J39)

11
(0.11%)

3
(0.04%)

14
(0.08%)

2
(0.02%)

2
(0.02%)

4
(0.02%)

Chronic lower respiratory diseases  
(J40–J47)

5,316
(50.98%)

2,317
(30.91%)

7,633
(42.59%)

5,037
(38.43%)

2,685
(27.28%)

7,722
(33.65%)

Chronic obstructive pulmonary disease 
(J40–J44, J47)

4,444
(83.60%)

1,706
(73.63%)

6,150
(80.57%)

4,819
(95.67%)

2,372
(88.34%)

7,191
(93.12%)

Asthma (J45–J46)
872

(16.40%)
611

(26.37%)
1,483

(19.43%)
218

(4.33%)
313

(11.66%)
531

(6.88%)

Lung diseases due to external agents 
(J60–J70)

245
(2.35%)

133
(1.77%)

378
(2.11%)

254
(1.94%)

199
(2.02%)

453
(1.97%)

Other respiratory diseases principally 
affecting the interstitium (J80–J84)

290
(2.78%)

254
(3.39%)

544
(3.04%)

366
(2.79%)

301
(3.06%)

667
(2.91%)

Suppurative and necrotic conditions 
of the lower respiratory tract (J85–J86)

165
(1.58%)

54
(0.72%)

219
(1.22%)

159
(1.21%)

55
(0.56%)

214
(0.93%)

Other diseases of the pleura  
(J90–J94)

53
(0.51%)

31
(0.41%)

84
(0.47%)

32
(0.24%)

21
(0.21%)

53
(0.23%)

Other diseases of the respiratory system 
(J95–J99)

190
(1.82%)

145
(1.93%)

335
(1.87%)

162
(1.24%)

141
(1.43%)

303
(1.32%)

Total
10,427
(100%)

7,496
(100%)

17,923
(100%)

13,106
(100%)

9,841
(100%)

22,947
(100%)



Adv Clin Exp Med. 2018;27(6):743–748 747

proportional mortality rate over time. The results of the 
presented study indicate that the highest number of deaths 
caused by these diseases occurred in people at the age 
of 65 years or older.

The main respiratory diseases that caused the most deaths 
in Poland were influenza and pneumonia (J09–J18). An analy-
sis of the number of vaccinations against influenza received 
by the Polish population suggests that many deaths could 
be prevented by the vaccine against this virus.11 While the 
European Council recommends that at least 75% of the popu-
lation are vaccinated, this number has not exceeded even 5% 
in Poland for many years.12,13 Moreover, despite the regu-
lar advancements in the influenza vaccination, its use has 
been gradually decreasing in recent years, from 6.8% in 2009 
to 3.4% in 2015.14,15 It is also worth noting that one of the 
current indications for vaccination against influenza is an age 
of 65 years or older, regardless of additional risk factors.15,16

Beside influenza and pneumonia, the greatest mortality 
due to diseases of the respiratory system observed in Po-
land, as in most other European countries, is in chronic 
lower respiratory diseases (J40–J47), such as bronchial 
asthma and chronic obstructive pulmonary disease 
(COPD).1 Despite considerable research on the causality 
of these diseases, certain data on the factors determining 
their development is lacking. One of the most probable 
causes of asthma is hypersensitivity to inhaled allergens, 
and the best documented factor facilitating the progress 
of asthma is tobacco smoke.17 Smoking cigarettes is also 
a main factor in the progress of COPD.18,19 WHO data in-
dicates that in 2013, 29.4% of Poles aged ≥15 years regularly 
smoked cigarettes. At the same time, the mean value in the 
EU was 27.5%, and 20.3% in Great Britain.4

From a  socioeconomic point of  view, SEYLL is  more 
important than a  simple interpretation of  death rates.  
Of particular concern is the significant increase in SEYLLp 
observed in the last year studied. This means that the num-
ber of years of life lost due to diseases of the respiratory 
system calculated per 10,000 inhabitants has increased, 
and it indicates that there is a need to continue observing 
premature mortality in the Polish population. Additionally, 
the decrease in SEYLLd confirms that deaths due to diseases 
of the respiratory system have shifted to older age groups 
over time. This may indicate that the prophylactic and thera-
peutic methods used to treat these diseases have improved.

Diseases of the respiratory system are the 4th highest 
cause of mortality in Poland, after diseases of the circula-
tory system, malignant neoplasms, and external causes. 
Influenza and pneumonia, as well as chronic lower respi-
ratory diseases, including bronchial asthma and chronic 
obstructive pulmonary disease, are the dominant respira-
tory diseases contributing to the observed mortality.

The  analysis of  the health status of  a  population 
by a potential measure, like SEYLL, gives significant in-
formation on premature mortality.19–22 Diseases of the 
respiratory system over a 15-year period caused the loss 
of 4,474,548.92 years of life in the Polish population. This 
disproportionately affected men, with an average of 104.72 
lost life years per 10,000 males, compared to 52.85 lost life 
years per 10,000 females. This means that, on average, 
a man who died due to a disease of the respiratory system 
lost 17.54 years and a woman lost 13.65 years. The values 
of SEYLL indicate that diseases of the respiratory system 
play an important socioeconomic role in the health status 
of the Polish population.

Table 3. Lost life years due to diseases of the respiratory system in Poland from 1999 to 2013 according to sex

Year
Men Women

SEYLL SEYLLp

(per 10,000) SEYLLd SEYLL SEYLLp

(per 10,000) SEYLLd

1999 193,469.35 104.29 18.55 106,636.32 54.18 14.23

2000 190,250.70 102.63 18.13 110,094.03 55.94 14.08

2001 168,229.24 90.80 18.12 92,308.27 46.89 14.26

2002 165,801.98 89.65 17.75 85,753.37 43.55 13.84

2003 178,431.09 96.60 17.52 97,005.11 49.07 13.58

2004 179,390.11 97.21 17.63 91,381.37 46.44 13.65

2005 191,275.33 103.65 17.28 100,332.88 50.92 13.41

2006 195,384.50 106.03 17.56 99,130.22 50.32 13.50

2007 208,624.72 113.31 17.71 103,710.97 52.63 13.57

2008 202,709.79 110.08 17.52 104,962.05 53.22 13.58

2009 214,432.55 116.36 17.57 116,547.91 59.05 13.80

2010 200,072.87 107.26 17.42 106,641.92 53.65 13.59

2011 205,439.20 110.13 17.31 112,886.45 56.77 13.92

2012 194,633.75 104.36 16.61 109,876.38 55.26 13.03

2013 220,632.81 118.43 16.83 128,503.68 64.68 13.06

Total 2,908,777.99 104.72 17.54 1,565,770.93 52.85 13.65
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Abstract
Background. Previous studies have shown differences in the amino acid (AA) composition in the plasma 
of people with obesity when compared to lean individuals, but the perturbations of AA concentrations 
in obesity and the dynamics of AA changes after weight loss are not fully understood.

Objectives. The objective of the study was to evaluate the effect of a short-term weight reduction program 
on the metabolic status and plasma AA levels in individuals with obesity.

Material and methods. A total of 24 adult Polish patients with a BMI between 34 and 49 kg/m2 were 
enrolled in a 3-week controlled body mass reduction program based on everyday physical activity and 
a hypocaloric diet (25–30% less than total daily energy requirements). At baseline and after the program, 
anthropometric measurements, biochemical parameters and free AA profiles were determined.

Results. After the weight loss program, significant changes in body mass and metabolic parameters  
(e.g., low-density lipoprotein, triglyceride, fasting glucose, and insulin levels) were observed. Positive changes 
in a homeostatic model assessment of insulin resistance (HOMA-IR) and quantitative insulin sensitivity check 
index (QUICKI) following the program were also found. The levels of 10 AAs (α-amino-n-butyric acid, alanine, 
citrulline, glutamine, glycine, hydroxyproline, isoleucine, proline, sarcosine, and threonine) had significantly 
increased following weight loss. Only aspartic acid was present at a significantly lower concentration after 
the program.

Conclusions. Using a 3-week controlled body mass reduction program based on physical activity and 
a hypocaloric diet, we were able to demonstrate significant changes in biochemical parameters and free 
AA profiles. To better understand these changes, future studies should involve a long-term program with 
more patients.
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Introduction

Obesity is a significant public health problem reaching 
the level of pandemic in the developed world. It not only 
predisposes individuals to serious chronic conditions, such 
as type 2 diabetes, cardiovascular diseases and certain 
cancers, but it is also a leading cause of premature death 
worldwide. The etiology of obesity is multifactorial and 
includes interactions between genetic and environmental 
factors. Obesity results from energy homeostasis disor-
ders, caused by an excessive intake of calories in relation 
to energy expenditure, and other lifestyle-related factors, 
such as a sedentary job and inactivity.1,2

In recent years, there has been a growing interest in the 
study of the human metabolome in obesity. The term “me-
tabolome” is defined as the complete set of all metabolites 
in the body, tissues or cells (e.g., amino acids, lipids, carbo-
hydrates, or nucleotides).3 Free amino acids (AAs) con-
stitute a particularly interesting group of metabolites.4,5

Previous studies showed significant differences in plas-
ma AA composition in  people with obesity compared 
to individuals with normal body mass.6–9 Newgard et al. 
observed that among a total of 16 AAs measured in the 
serum of adult African-American subjects, 8 amino acids 
(alanine, valine, leucine/isoleucine, phenylalanine, tyro-
sine, glutamate/glutamine, aspartate/asparagine, and ar-
ginine) were found in dramatically higher levels in obese 
participants (median body mass index – BMI: 36.6 kg/m2) 
vs lean participants (median BMI: 23.2 kg/m2).10 Only the 
glycine level was lower in patients with obesity.

Strong discrepancies between the branched-chain ami-
no acid (BCAA) and AA levels in children with obesity 
(8–18 years old) compared to lean individuals were also 
described by McCormack et al.11 A report on Japanese 
subjects with obesity showed that plasma levels of alanine, 
glycine, glutamate, tryptophan, tyrosine, and BCAAs were 
associated with high visceral fat accumulation and could 
be dependent on  genetic and environmental factors.12 
Moreover, Yamakado et al. hypothesized that the amount 
of visceral fat changes AA profile, and that the multivariate 
logistic regression model of free AAs in plasma can discern 
non-apparent visceral obesity in adult Asian individuals.12 
The associations between the BCAA levels and tyrosine 
with visceral adiposity – irrespective of ethnicity, life-
style or environmental conditions – were also studied 
by Marti et al.13

Despite the great interest in and development of the state 
of knowledge about metabolic profiles in people with obe-
sity, the perturbations in AA concentrations in the serum 
of adult patients suffering from obesity after weight loss 
are not fully understood. The previous studies in this area 
focused on describing the changes in metabolic profile 
after weight loss achieved by bariatric surgery or long-
term body mass reduction programs based on lifestyle 
intervention. In addition, previous studies evaluated the 
AA changes in groups of people of different races or with 

different baseline BMI levels, and used other metabolomic 
assay techniques. Only a few studies investigated the effect 
of weight reduction on the level of amino acids in time 
points shorter than 1 year on a Caucasian population. 
An intriguing issue is the dynamics of changes in the me-
tabolome under weight loss intervention.

This is the first study which demonstrates alterations 
in AA profiles and a number of biochemical parameters: 
fasting serum glucose, fasting serum insulin and a homeo-
static model assessment of  insulin resistance (HOMA-
IR), quantitative insulin sensitivity check index (QUICKI),  
C-reactive protein (CRP), total cholesterol (TC), high-den-
sity lipoprotein (HDL), low-density lipoprotein (LDL), tri-
glyceride (TG), alanine aminotransferase (AlAT), and as-
partate aminotranferase (AspAT) after a 3-week program 
based on a controlled, energy-restricted diet (25–30% less 
than daily energy requirements) of a strictly specified mac-
ronutrient composition and physical activity. The panel 
of free AAs analyzed was the most comprehensive among 
all previously conducted studies and it covered concentra-
tions of 42 metabolites.

Material and methods

Participants and study design

The study was conducted in the Department of Inter-
nal Diseases, Metabolism and Nutrition of the Heliodor 
Swiecicki University Hospital in Poznań, Poland, between 
September 2014 and June 2015. Twenty-four Polish patients 
(10 men and 14 women) with a BMI between 34 and 49 kg/m2  
(mean BMI: 40 ±4 kg/m2) were enrolled. Mean age was 
46 ±12 years and ranged from 24 to 66 years. Diabetes 
mellitus type 1 or uncontrolled type 2 diabetes, a vegetar-
ian or any other alternative diet, cancer, a history of eating 
disorders, or chronic diseases related to metabolism (e.g., 
chronic liver, kidney or pancreatic diseases, inborn meta-
bolic diseases, autoimmune diseases, or inflammatory 
bowel diseases) were considered to be exclusion criteria. 
The occurrence of diseases listed in the exclusion criteria 
was checked through the use of specific diagnostic tests 
and medical histories. None of the patients smoked.

The  study protocol was approved by  the Bioethics 
Committee at Poznan University of  Medical Sciences 
(No. 333/14), and was performed in accordance with the 
Declaration of Helsinki. All the patients signed statements 
of informed consent before they participated in the study.

The subjects were hospitalized for 3 weeks and received 
controlled daily aerobic physical training, under the super-
vision of a physical therapist, and a hypocaloric diet based 
on a 25–30% reduction of caloric dietary intake compared 
to their total estimated energy requirement. The total daily 
energy requirement was calculated on actual body weight 
using the Harris-Benedict formula and the physical activ-
ity level index (PAL). To more accurately determine total 
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energy expenditure and to assess the caloric value of the 
diet before the program, subjects completed a 3-day in-
take assessment prior to the study (the 24-hour dietary 
assessment covers 3  days). The  subjects received the 
same type of diet prepared by dietetic food caterers based 
on the planned menu. The average value of total daily en-
ergy intake before the program was 2,935.6 ±490.2 kcal 
(2,764.0 ±406.1 kcal for women; 3,340.5 ±284.5 for men), 
and the average value during the body mass reduction 
program was 2,016.0 ±281.7 kcal (1,880.0 ±234.0 kcal for 
women; 2,220.0 ±219.1 for men).

Each patient received a diet with an identical composi-
tion of macronutrients (especially proteins) derived from 
the same products. The diet consisted of 20% of calories 
from protein, 25–30% from fat, and 50–55% from carbohy-
drates. The daily fiber intake from the diet was over 25 g. 
Physical training included active and passive breathing 
exercises for 30 min a day, cardiovascular aerobic exer-
cise (Nordic walking or cycling) twice a day for 60 min 
and resistance training for 30 min daily. Each patient who 
participated in the study was educated on proper nutrition 
and nutritional recommendations for obesity by a quali-
fied nutritionist.

Serum assays

Serum glucose (3.3–5.8 mmol/L), TC (3.4–5.2 mmol/L), 
HDL (>1.6 mmol/L), TG (0.5–1.9 mmol/L), AspAT (5–40 U/L),  
and AlAT (5–40 U/L) were determined by a fully auto-
mated Modular P-800 Roche (Diamond Diagnostic, Hol-
liston, USA). LDL was measured indirectly using the Frie-
dewald equation. Insulin (2.0–25.0 mU/L) was determined 
by a micro-particle enzyme immunoassay (Abbot, Abbot 
Park, USA). Serum CRP was analyzed by a commercial as-
say (Dade Behring, Marburg, Germany). The QUICKI was 
calculated using the inverse of the sum of the logarithms 
of fasting insulin and fasting glucose levels: 1/[log(fasting 
insulin µU/mL) + log(fasting glucose mg/dL)]. The HOMA-
IR was calculated according to this formula: fasting insu-
lin µU/L × fasting glucose nmol/L/22.5.

An important element of the study was the analysis of the 
serum profiles of 42 AAs in obese patients and their possi-
ble changes after weight loss. Fasting plasma was collected 
for AA analysis in the morning after 10 h of fasting and 
was stored in −80°C before analysis. The determination 
of free AA serum profiles was performed using the fully 
validated, highly selective liquid chromatography-tandem 
mass spectrometry method (LC-MS/MS). Samples were 
prepared using aTRAQ-based methodology (Sciex, Fram-
ingham, USA), and then analyzed by a high-performance 
liquid chromatograph 1260 Infinity (Agilent Technologies, 
Santa Clara, USA) interfaced to a triple-quadrupole mass 
spectrometer 4000 QTRAP (Sciex, Framingham, USA). 
The detailed sample preparation protocol, LC-MS/MS pa-
rameters and validation results using serum samples were 
presented in the previous reports.14,15

Anthropometric measures

For each patient, anthropometric measurements were 
carried out at baseline and after the 3-week weight reduc-
tion program. Height was measured to the nearest centi-
meter using a stadiometer. Weight and analysis of body 
composition was performed by  Tanita MC 980 MA – 
bodyfat analyzer (TANITA, Tokio, Japan) based on the 
measurement of bioelectrical impedance, with a tetrap-
olarfoodpad-style electrode arrangement. The subjects 
stood on the metal contacts in bare feet, as recommended 
in the manual. Body mass index was defined as the indi-
vidual’s body mass divided by the square of their height, 
with the value given in kg/m2. Waist–hip ratio (WHR) 
was the ratio of waist circumference to hip circumference, 
measured in cm with the use of medical measuring tape 
(SECA, Hamburg, Germany).

Statistical analysis

In order to examine changes in  the anthropometric 
and biochemical parameters, as well as free AA serum 
profiles induced by the weight loss program, the Shapiro-
Wilk test of normality was used in the first step. Variables 
with normal distribution were then subjected to the paired  
t-test. For the analysis of variables that were not normally 
distributed, the Wilcoxon signed-rank test was used. In all 
tests, a p-value of ≤0.05 was considered to be statistically 
significant. Additionally, in order to evaluate the influence 
of a reduction in body weight on the free AA levels in the 
serum, a principal component analysis (PCA) was con-
ducted. PCA is used to bring out any patterns in the study 
dataset and to visualize the differences among groups 
of analyzed samples. Since PCA is conducted without any 
prior information on sample classification, it is defined as 
an unsupervised statistical method. Prior to PCA, normal-
ization by sum and by autoscaling of the amino acid con-
centrations were performed. The statistical analyses were 
carried out using STATISTICA v. 10.0 (StatSoft, Kraków, 
Poland) and the MetaboAnalyst 3.0 web portal.16

Results

Anthropometric and biochemical 
characteristics of the study population

The differences in the anthropometric and biochemical 
parameters measured before and after the 3-week weight 
loss program are presented in Table 1.

After the applied weight loss program, significant de-
creases in body mass, BMI, waist circumference, and hip 
circumference were observed. The  average reduction 
in body mass was 6.0 kg (5.1%), which significantly de-
creased the BMI level (39.7 ±4.1 kg/m2 vs 37.7 ±3.9 kg/m2; 
p < 0.0000). The average waist and hip circumferences 
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changed from 121.8 ±11.7 cm to 118.0 ±11.1 cm (p = 0.0000) 
and from 129.0 ±9.1 cm to 126.0 ±8.3 cm (p = 0.0000), re-
spectively. After the 3-week program, we observed an 8.7% 

reduction in fat mass. A reduction in muscle mass and 
total body water was also noticed in  the study group 
(Table 1).

Table 1. Anthropometric characteristics, biochemical parameters and free AA concentrations of the study population before and after  
the weight loss program

Parameter
Before the program After the program After – before the program

p-value*
mean ±SD mean ±SD mean ±SD % difference

Anthropometric parameters

Body weight [kg]  116.1 ±14.8 110.1 ±13.6 −6.0 ±3.0 −5.1 <0.0000**

BMI [kg/m2]  39.7 ±4.1   37.7 ±3.8 −2.0 ±1.0 −5.2 <0.0000**

Waist circumference [cm]  121.8 ±11.7 118.0 ±11.1 −3.8 ±2.8 −3.2 0.0000**

Hip circumference [cm] 129.0 ±9.1 126.0 ±8.3 −3.0 ±1.6 −2.3 0.0000**

Fat mass [kg]  46.3 ±8.7   42.2 ±8.3 −4.1 ±2.0 −8.7 0.0000**

FFM [kg]   69.8 ±11.5   67.9 ±11.6 −1.9 ±2.1 −2.8 0.0002**

Muscle mass [kg]   66.3 ±10.9   64.4 ±11.2 −1.9 ±2.0 −2.9 0.0001**

TBW [kg] 50.0 ±8.7   48.7 ±8.8 −1.3 ±2.2 −2.7 0.0064**

Biochemical parameters

Triglycerides [mg/dL] 152.7 ±87.3 133.6 ±58.1 −19.1 ±48.9 −12.5 0.1004

LDL [mg/dL] 119.2 ±35.6 105.9 ±32.9 −13.3 ±32.9 −11.3 0.0560

CRP [mg/L]     4.1 ±2.7     4.0 ±3.2 −0.1 ±3.0 −3.4 0.3606

Glucose [mg/dL] 108.9 ±19.6 101.9 ±12.2  −7.0 ±14.3 −6.4 0.0082**

Insulin [µU/mL]    21.3 ±16.4   18.0 ±15.8 −3.3 ±4.7 −15.7 0.0006**

HOMA-IR      6.1 ±5.4     4.8 ±4.8 −1.3 ±1.8 −20.4 0.0029**

QUICKI      0.2 ±0.0     0.2 ±0.0    0.0 ±0.0 5.6 0.0244**

ALAT [U/L]    35.3 ±17.9   31.6 ±18.0 −3.7 ±9.4 −10.4 0.0355**

AspAT [U/L]    25.3 ±13.2   24.7 ±16.3 −0.6 ±6.2 −2.5 0.2373

Amino acids [µM]

1-methylhistidine     6.09 ±4.77   8.03 ±6.30  1.96 ±7.60 32.0 0.1451

3-methylhistidine     3.20 ±1.12   3.61 ±1.59  0.42 ±1.49 13.0 0.1322

α-aminoadipic acid     0.79 ±0.40   0.79 ±0.41  −0.0001 ±0.43 0.0 0.7701

α-amino-n-butyric acid   25.05 ±6.06 30.00 ±6.20 4.95 ±6.21 19.8 0.0007**

Alanine 382.44 ±112.01 452.68 ±128.73 70.24 ±150.26 18.4 0.0315

Arginine   65.72 ±17.40  71.04 ±12.21  5.32 ±15.47 8.1 0.1055

Asparagines   38.37 ±8.15 40.07 ±5.78  1.70 ±8.38 4.4 0.3306

Aspartic acid    11.63 ±3.73    9.83 ±2.38 −1.80 ±3.42 −15.5 0.0169**

β-aminoisobutyric acid     2.64 ±0.88    2.88 ±1.01 0.24 ±0.77 8.9 0.1462

β-alanine   22.42 ±4.29  22.01 ±2.94  −0.41 ±3.39 −1.8 0.5573

Citrulline   18.56 ±7.53 22.26 ±8.30  3.70 ±7.56 19.9 0.0251**

Cystine    47.11 ±14.87  49.23 ±13.17    2.13 ±13.18 4.5 0.4373

Ethanolamine      7.11 ±1.87   6.96 ±1.37 −0.15 ±1.38 −2.1 0.5994

Glutamine 444.59 ±85.25 503.76 ±75.65  59.17 ±79.85 13.3 0.0014**

Glutamic acid    48.13 ±14.44   45.03 ±13.90 −3.10 ±13.86 −6.5 0.2842

Glycine 221.77 ±53.58 261.28 ±54.53 39.51 ±43.12 17.8 0.0002**

Histidine   63.32 ±13.77 63.06 ±7.93  −0.26 ±11.04 −0.4 0.9078

Hydroxylysine      8.18 ±3.51   9.89 ±3.63    1.71 ±5.12 20.9 0.0199**

Isoleucine   65.08 ±13.85  72.20 ±18.54     7.13 ±16.62 11.0 0.0469**

Leucine 117.50 ±25.05 120.41 ±27.43    2.91 ±29.53 2.5 0.8639

Lysine 181.17 ±40.80  183.58 ±34.84    2.41 ±42.42 1.3 0.7833

Methionine   20.10 ±5.31 20.45 ±4.54    0.35 ±5.55 1.8 0.7584
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Baseline median fasting blood glucose levels in patients 
with obesity were elevated compared to the values after 
body mass reduction (Table 1). Similarly, the fasting insu-
lin levels in patients at baseline were significantly higher 
than at the end of the study. We observed positive changes 

in HOMA-IR after weight loss (Fig. 1). Other important 
changes observed after weight loss were the reductions 
in TG concentration (12.5%), the LDL-cholesterol level 
(11.4%) and CRP (3.4%); however, those differences were 
not statistically significant.

Parameter
Before the program After the program After – before the program

p-value*
mean ±SD mean ±SD mean ±SD % difference

Ornithine    65.91 ±16.94   71.03 ±17.76     5.12 ±19.05 7.8 0.2010

Phosphoethanolamine      1.79 ±0.62      1.74 ±0.46 −0.04 ±0.64 −2.5 0.7394

Phenylalanine   50.60 ±9.04   48.66 ±7.59  −1.94 ±10.24 −3.8 0.3642

Proline 146.42 ±44.28 190.51 ±53.79  44.09 ±66.76 30.1 0.0014**

Sarcosine      1.31 ±0.66     1.62 ±0.86    0.31 ±0.48 23.9 0.0040**

Serine 106.88 ±24.21 112.35 ±25.04    5.47 ±24.60 5.1 0.2873

Taurine    93.74 ±25.84   88.95 ±21.94 −4.79 ±22.37 −5.1 0.3053

Threonine    91.94 ±21.87 109.08 ±31.94     7.14 ±31.85 18.6 0.0148**

Tryptophan    42.41 ±10.99    42.16 ±7.24   −0.25 ±8.35 −0.6 0.8854

Tyrosine    42.51 ±11.20   46.81 ±14.16    4.30 ±11.54 10.1 0.0810

Valine  211.71 ±42.25 227.04 ±37.33    15.33 ±42.31 7.2 0.0892

* obtained based on paired t-test or Wilcoxon test ; ** statistically significant; BMI – body mass index; FFM – free fat mass, TBW – total body water;  
LDL – low-density lipoprotein; CRP – C-reactive protein; HOMA-IR – homeostatic model assessment of insulin resistance; QUICKI – quantitative insulin 
sensitivity check index; AlAT – alanine aminotransferase; AspAT – aspartate aminotransferase.

Fig. 1. Histograms of the differences in parameters associated with carbohydrate metabolism measured before and after the 3-week weight loss program

HOMA-IR – homeostatic model assessment of insulin resistance; QUICKI – quantitative insulin sensitivity check index.
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AA profiles of serum

The analysis of free AA profiles in the serum samples 
collected before and after the 3-week weight loss program 
revealed a number of significant changes in the metabolic 
profile of the patients. Although the applied methodology 
allows for measurements of 42 free AAs, both proteino-
genic and non-proteinogenic, not all of the metabolites 
occurred in measurable concentrations in the samples. 
For this reason, the following 9 AAs were excluded from 
further statistical analysis: phosphoserine, argininosuccinic 
acid, homocitrulline, anserine, carnosine, homocysteine, 
γ-amino-n-butyric acid, cystathionine, and δ-hydroxylysine. 
The remaining 33 metabolites, along with their concen-
trations as measured in the analyzed serum samples, are 
listed in Table 1. The levels of 10 AAs (α-amino-n-butyric 
acid, alanine, citrulline, glutamine, glycine, hydroxypro-
line, isoleucine, proline, sarcosine, and threonine) were 
significantly higher after weight loss compared with their 
values before the program. Only aspartic acid was lower 
in patients after the program. According to the univari-
ate statistical analyses performed, the highest differences 
in serum levels were observed for the following metabolites: 
glycine (p = 0.0002), α-amino-n-butyric acid (p = 0.0007), 
proline (p = 0.0014), and glutamine (p = 0.0014).

The influence of weight loss on AA profiles was also 
investigated using multivariate statistical analysis – PCA 
–  which involves a  group of  variables simultaneously. 
Free AA profiles were analyzed by PCA to determine any 

clusters with respect to the 2 groups of samples: before 
and after intervention. In Fig. 2, points corresponding 
to the analyzed serum samples are contained in the space 
spanned by the first 2 principal components (PC 1 vs PC 2).  
Although the 2 groups of samples did not form separate 
clusters, a partial separation between samples was ob-
served (Fig. 2). The results of PCA indicate that the changes 
in free AA profiles were strong enough to cause grouping 
of the samples according to their inclusion in one of the 
groups studied.

Discussion

This paper presents a comprehensive picture of  the 
metabolic changes in Polish patients with obesity after 
a 3-week weight loss program. Although the duration 
of the body mass reduction program was relatively short, 
it is noteworthy that the weight reduction was carried out 
under strictly controlled conditions. All patients were 
treated with the same type of diet prepared by dietetic 
food caterers and the level of compliance remained under 
supervision during the entire 3 weeks. The implemented 
program of physical exercise was also the same in all 
study participants.

The  weight loss achieved in  all patients during the 
3-week program (based on a hypocaloric diet of a strictly 
defined macronutrient composition and physical activ-
ity) was very satisfactory and it affected the measured 

Fig. 2. Score plot from PCA model classifying the serum 
samples according to their inclusion in one of the studied 
groups (before or after weight loss)

PCA – principal component analysis.

scores plot

after therapy
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metabolic parameters and body mass composition. It has 
been already demonstrated that a 5% weight loss reduces 
or eliminates disorders associated with obesity; it improves 
both TC and TG, and causes a reduction in plasma glu-
cose level.17 Similar trends were observed in this study, 
even though the body mass reduction was achieved after 
a short-term program. The TG and LDL-cholesterol levels 
were reduced in response to weight loss, though those 
differences were not statistically significant. As a result 
of weight reduction, positive changes in carbohydrate pro-
files were observed (Fig. 1). We noticed positive changes 
in HOMA-IR and QUICKI after weight loss. The HOMA-
IR and QUICKI are widely validated and applied in the 
estimation of  insulin sensitivity.18 High HOMA-IR and 
low QUICKI were independently and significantly associ-
ated with an increased risk of impaired glucose tolerance 
(IGT) and type 2 diabetes. The HOMA-IR cut off value 
which correlates with an increased risk of metabolic and 
cardiovascular diseases was estimated in several studies, 
in which its dependence on age, gender and ethnicity was 
noted.19 In the study population, HOMA-IR was elevated, 
but we observed a reduction after the intervention ended 
(p = 0.0029) (Table 1).

Our study involved the application of a targeted me-
tabolomic approach focused on the profiles of free AAs 
and their derivatives in the serum of adult Polish patients 
with obesity at baseline and after 3 weeks of a weight loss 
program. The  previous studies described the changes 
in  biochemical parameters after weight loss, but only 
a few studies assessed the impact of the reduction in body 
mass and body composition changes on free AA profiles. 
The available conclusions on this relationship mainly 
come from studies of patients after bariatric surgery or 
long-term weight reduction programs. However, it has 
been shown that bariatric surgery caused differen-
tial metabolic changes in AA profiles of patients with 
obesity compared with dietary intervention, despite 
identical weight loss of  the subjects.20,21 Additionally, 
only a few studies investigated the effect of weight re-
duction on  the AA levels in  time points shorter than 
1 year. An intriguing issue is the dynamics of changes 
in the metabolome of people with obesity during weight 
loss. Moreover, the previous studies on changes in AA 
profiles during weight loss were conducted on a group 
of patients of varying races (especially among Asians and 
Americans), which may have influenced the observations. 
The results obtained in the previous studies may have 
also depended on the technique of metabolomic assays. 
The advantages of the analytical methodology used in the 
current study were confirmed in the available literature 
and include high sensitivity and specificity, short time 
of analysis and a very wide range of analytes, since it en-
ables the quantification of 42 AAs, both proteinogenic 
and non-proteionogenic.15,16 As 9 AAs of the identified  
42 AAs occurred in concentrations below measurable 
values, the final analysis included 33 metabolites.

In  this study, we observed that the levels of 10 AAs 
(α-amino-n-butyric acid, alanine, citrulline, glutamine, 
glycine, hydroxyproline, isoleucine, proline, sarcosine, 
and threonine) had increased significantly after weight 
loss compared to their values before the program, while 
the aspartic acid level had decreased. According to the 
univariate statistical analyses performed, the highest dif-
ferences in serum levels were observed for the following 
metabolites: glycine, α-amino-n-butyric acid, proline, and 
glutamine (Table 1). An elevation in the glycine and threo-
nine levels was also observed in a population of overweight, 
older German adults, following an 8-week calorie-restrict-
ed (15% less than daily energy requirements) weight loss 
and physical activity program.22

An  elevation of  the BCAA levels has been reported 
in humans with obesity and in animal models of obesity, 
and many studies have described a decrease in the levels 
of BCAAs after weight loss.12,22–24 Some studies demon-
strated a decrease in concentrations of BCAA and me-
tabolites derived from BCAA oxidation after bariatric 
surgery.25,26 The increased plasma BCAA concentration 
may be the result of the impaired BCAA-catabolizing ca-
pacity of the adipose tissue, an improper high-fat and high-
protein diet (dietary protein comprised of >20% BCAA) 
and increased catabolic pathways of BCAAs.13,20,27,28 So far, 
only a few studies rated the changes in the BCAA levels 
after weight loss through diet and physical activity, but 
those studies were conducted on different populations 
(especially Caucasian and Japanese subjects) and used 
another model of body mass reduction program (based 
on nutritional recommendation and lifestyle intervention, 
but not a strictly composed diet). A 7-year prospective 
KORA study on a group of Caucasian patients with obe-
sity showed a significant correlation between the average 
percentage increase in body weight and the increase in the 
BCAA, phenylalanine, tyrosine, and glutamate levels.29 
In our study, we observed that the valine, isoleucine and 
leucine levels increased (Table 1) despite the body mass 
reduction. Tochikubo et al. noted that a 3-month diet and 
exercise intervention based on individual dietary guidance 
caused a normalization in circulating BCAA.30 In their 
study on Japanese subjects, Tochikubo et al. first observed 
that the initial plasma concentrations of AAs predict the 
success or lack thereof of a 3-month standardized diet and 
exercise weight loss program.30

The 1-year body mass reduction program based on life-
style intervention (changes in diet and exercise habits) 
conducted by Reinehr et al., showed an increased level 
of serine, glutamine and methionine, but not proline, after 
the body mass reduction in a group of German children 
with obesity.31 Wahl et al. described that the proline levels 
were reduced in children suffering from obesity compared 
to children with normal weight.26 Moreover, Wahl et al. 
demonstrated that methionine and glutamine were di-
minished at baseline in children with obesity who reduced 
weight during lifestyle intervention, as compared with 
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children without the body mass reduction in the same kind 
of  intervention.26 The same relationship was described 
by Pathmasiri et al. in a study on an adult population with 
obesity, which leads to the hypothesis that dysregulation 
in the AA levels might be a consequence of poor lifestyle 
habits (diet and exercise).32

Some inconsistencies between our findings and the data 
obtained from previous studies were found. These dif-
ferences may have been caused by different duration and 
methods of the weight reduction program, or by additional 
factors, such as the ethnicity or age of the study population, 
baseline BMI values and the level of weight loss achieved, 
or the protein content of the patients’ normal diet. The cur-
rent study was conducted on Polish patients (Caucasian 
race), while the previous study involved mainly Asian 
populations. In our study, the subjects were hospitalized 
for 3 weeks in a controlled environment. Additionally, each 
patient received the same type of a hypocaloric diet based 
on a 25–30% reduction in caloric dietary intake compared 
to total energy requirement. To eliminate the possible ef-
fect of diet composition on the levels of circulating AAs, 
a diet with an identical composition and sources of mac-
ronutrients (especially proteins) was administered to all 
patients. Moreover, the mean BMI in our study population 
after the weight loss program was lower, but still above 
35 kg/m2, which could account for the differences in the 
AA changes in our study compared to previous data.

Conclusions

This study is the first to describe the changes in 42 free 
AA profiles during a 3-week body mass reduction pro-
gram in adult Polish patients with obesity. Our study shows 
that the metabolic profile of patients undergoing a strictly 
controlled weight reduction program were characterized 
by high dynamics of change and were visible after 3 weeks 
of body mass reduction.

The 3-week diet and physical activity program caused 
significant changes in body mass and biochemical parame-
ters (e.g., the fasting glucose and insulin levels, HOMA-IR,  
CRP, and TG) and changes in free AA profiles. We ob-
served that the levels of 10 out of the 42 AAs measured 
were significantly higher after weight loss. The highest 
differences in serum levels were observed for the following 
metabolites: glycine, α-amino-n-butyric acid, proline, and 
glutamine. Some variations between our findings and the 
data obtained from previous studies were found. These 
differences may have been caused by different duration 
and methods of the weight reduction program, or by ad-
ditional factors, such as the ethnicity or age of the study 
population, baseline BMI values and the level of weight 
loss achieved, the protein content of the patients’ normal 
diet, or the impact of physical activity on the metabolism 
of AA. To better understand these changes, future studies 
should involve a long-term program with more patients.
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Abstract
Background. Studies using dual energy X-ray absorptiometry (DXA) demonstrate a reduction in bone 
mineral density (BMD) in children and adolescents with Turner syndrome (TS). However, these studies do 
not take into account changes in bone size, which influence BMD in the case of short-statured patients. 
Phalangeal quantitative ultrasound (phQUS) measurements have shown an ability to reveal changes due 
to skeletal growth, aging, and bone and mineral disorders. There is limited data on bone mineral status in girls 
with TS assessed by 2 different techniques, i.e., DXA and phQUS.

Objectives. The aim of this study was to investigate the potential negative impact of TS on bone status and 
to assess whether densitometric values were related to former fractures.

Material and methods. In 43 TS girls aged 5–18 years, we evaluated bone status by 2 different densito-
metric techniques, DXA and phQUS.

Results. The mean lumbar spine areal bone mineral density (LS aBMD) Z-score was significantly lower 
than 0 (the hypothetical mean) compared to the reference population (p < 0.001). The mean LS aBMD 
height-adjusted Z-score did not differ significantly from 0. The amplitude-dependent speed of sound  
(Ad-SoS) Z-score was significantly lower than 0 compared with a Polish reference population. There were 
no significant differences between fractured and fracture-free patients as regards Ad-SoS Z-score and LS 
aBMD height-adjusted Z-score.

Conclusions. Girls with TS have normal bone density adjusted for height, but significantly decreased phQUS 
values. Neither DXA nor phalangeal Ad-SoS can identify young TS patients with former fractures.

Key words: fractures, quantitative ultrasound, Turner syndrome, dual energy X-ray absorptiometry
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Introduction

An increased risk of fracture is a feature of Turner syn-
drome (TS). However, the reason for this is unclear, and 
forearm fractures have been estimated to be more prevalent 
in the TS population.1 Some studies also reported an in-
crease in fracture prevalence during childhood in these 
patients.2 Exogenous recombinant human growth hor-
mone (rhGH) is often used in childhood to increase height. 
The role of growth hormone (GH) treatment in promoting 
bone accrual has not yet been completely defined, although 
the administration of GH is known to increase bone min-
eral density (BMD) in children without TS.3,4 Studies us-
ing dual energy X-ray absorptiometry (DXA) demonstrate 
a reduction in BMD in children and adolescents with TS.5–7 
However, these studies do not take into account changes 
in bone size, which influence BMD in the case of short-stat-
ured patients. DXA studies, when adjusted for bone size, 
find no differences in volumetric BMD (vBMD) between TS 
girls and controls.8 Peripheral quantitative computed to-
mography (pQCT) is able to provide precise measurements 
of 3-dimensional bone density without being influenced 
by bone size. In TS girls, pQCT data suggests that cortical 
density is reduced with sparing of trabecular bone.9 In re-
cent years, another promising method of assessing skeletal 
status was introduced. This method is based on ultrasound 
waves, which are transmitted through the bone tissue. Pha-
langeal quantitative ultrasound (phQUS) measurements 
have demonstrated an ability to reveal changes due to skel-
etal growth, aging, and bone and mineral disorders.10–14 
Quantitative ultrasound (QUS) is also devoid of ionizing 
radiation, and is cost-effective, easy to use and portable 
– all highly desirable features in pediatrics. There is data 
on girls with TS whose bone mineral status was assessed 
by 2 different techniques, i.e., DXA and phQUS. Despite its 
pitfalls, DXA is recommended as a monitoring tool in chil-
dren with chronic disease who are at risk of developing 
osteoporosis; phQUS, however, is able to provide measure-
ments of bone quality without being influenced by bone 
size. The objective of our study was to assess bone status 
in young girls with TS by 2 different densitometric tech-
niques, DXA and phQUS, and to evaluate the relationship 
between low bone density and the prevalence of fracture.

This is the first study to concurrently examine the lum-
bar spine (LS) BMD height-adjusted Z-score and ampli-
tude-dependent speed of sound (Ad-SoS) Z-score in Polish 
TS girls.

Material and methods

Patients

In the study, 43 Caucasian Polish girls with TS aged 
13.7 ±3.4 years (range 5.3–18.3) were enrolled as outpa-
tients to the Department and Clinic of Endocrinology and 

Diabetology for Children and Adolescents or the Depart-
ment and Clinic of Endocrinology, Diabetes and Isotope 
Therapy of Wroclaw Medical University, Poland. They were 
sent an invitation with an informational letter. After con-
sent was given, a questionnaire detailing fracture history 
was completed by the participants and/or their parents or 
guardians. The diagnosis of TS was made by karyotyp-
ing (45,X = 22, deletion = 4 and mosaic = 17). The clinical 
characteristics of the study group are presented in Table 1.

None of our patients suffered from other conditions 
known to be associated with disrupted mineral metabo-
lism. Recombinant human growth hormone was admin-
istered at a dose of 0.33 mg/kg/week. In all patients diag-
nosed before puberty, pubertal development was induced 
at the age of 12 with the most physiological form of es-
trogen available for replacement. Starting from a daily 
dose of 0.25 mg, 17β-estradiol was administered orally 
in increasing doses. Progesterone was added after at least 
1 year of estrogenization. In case of a late diagnosis of TS, 
rhGH was administered first, and pubertal induction be-
gan 1 year later. Twenty-three girls had been treated with 
estrogens and only 6 with hormone replacement therapy 
(HRT).

Study design

In order to assess skeletal status in all patients, we evalu-
ated LS BMD by DXA, and Ad-SoS using QUS. Phalan-
geal QUS results were compared with reference data for 

Table 1. Clinical findings in TS girls

Variable Mean ±SD
(range) p-value

Age [years]
13.7 ±3.4
(5.3–18.3)

NA

Height SDS
−1.9 ±1.1
(–5.4–0.3)

0.001*

Weight SDS
−0.26 ±1.3
(−2.0–3.6) 

NS*

BMI SDS
1.1 ±1.7

(−1.5–4.8)
0.01*

Age at diagnosis [years]
6.1 ±4.9
(0.1–15.1)

NA

Age at start of rhGH therapy [years]
8.1 ±3.9

(3.6–14.3)
NA

Cumulative dose of rhGH [mg] 2375 ±1802 NA

Ad-SoS Z-score
−1.1 ±1.26
(−3.9–1.8)

0.001*

LS aBMD Z-score
−0.84 ±1.04
(−3.9–0.9)

0.001*

LS aBMD height-adjusted Z-score
−0.21 ±1.1
(−3.7–1.6)

NS*

* comparison of SDS axiological and Z-score densitometric variables with 
the hypothetical mean of 0.0; SDS – standard deviation score; BMI – body 
mass index; rhGH – recombinant human growth hormone; Ad-SoS 
– amplitude-dependent speed of sound; LS aBMD – lumbar spine areal 
bone mineral density; NS – not significant; NA – not applicable.
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Polish girls and the Ad-SOS Z-score was calculated.13,14 
From the DXA results – in order to avoid misdiagnosis 
in the case of the assessment of short individuals – we 
calculated LS aBMD height-adjusted Z-score based on the  
Z-score calculator of the Bone Mineral Density in Child-
hood Study (BMDCS) for Hologic Systems, which was 
sponsored by the Eunice Kennedy Shriver National Insti-
tute of Childhood and Human Development (NICHD). 
The normative data from this project is currently con-
sidered to  be the gold standard for pediatric norms.15 
The LS aBMD height-adjusted Z-score deals better with 
the stature issue than bone mineral apparent density 
(BMAD) Z-score.16 Standing height was measured with 
a floor-mounted stadiometer, body weight was measured 
to the nearest 0.1 kg with a standard medical scale, and 
body mass index (BMI) was calculated [kg/m2]. Height, 
weight, and BMI were expressed as a standard deviation 
score (SDS) and were calculated using references from the 
Polish general population.

Informed verbal consent was obtained from all girls and 
written consent was given by parents/guardians and the 
girls who were older than 18 years. The study was approved 
by the Ethics Committee at Wroclaw Medical University.

Assessment of bone mineral status  
and the prevalence of fracture

Phalangeal QUS was measured using a DBM Sonic Bone 
Profiler (Igea, Carpi, Modena, Italy), which measures the 
amplitude-dependent speed of sound [m/s] at the proximal 
phalanges of dominant-hand fingers. Ad-SoS [m/s] was 
measured in the distal metaphyses of the proximal phalan-
ges of the 2nd–5th fingers of the dominant hand, taking into 
account the first signal with an amplitude of at least 2 mV 
at the receiving probe. Thus, the measured speed of sound 
is specified as “amplitude-dependent.” All phQUS mea-
surements were performed by the same operator (ZPH). 
The precision error for QUS results was previously es-
tablished by 5 serial measurements and expressed as the 
root-mean-square coefficient of variation (RMS-%CV). 
RMS-%CV for Ad-SoS was 0.64%.

Lumbar spine areal bone mineral density (LS aBMD) 
was measured by a Discovery W densitometer (Hologic 
Inc., Bedford, USA) using APEX software (release 4.5.2.1, 
Hologic Inc.), and the LS aBMD Z-score was calculated. 
The coefficient of precision was about 1% for LS aBMD.

For all patients, the frequency and severity of injury and 
the sites of fractures were recorded and classified accord-
ing to the Landin severity scale.17

Statistical analysis

From the phQUS and DXA results obtained, Z-scores 
were calculated as the difference between the patient’s 
value and the age-specific mean, divided by the reference 
group’s standard deviation (SD) [Z-score = (test result for 

patient − age-specific mean in reference population)/age-
specific SD in reference population].

All calculations were done using R v. 3.2.4 (R Foundation for 
Statistical Computing, Vienna, Austria). Descriptive statis-
tics were presented as mean values, standard deviations, and 
value ranges for continuous variables. Distribution normal-
ity was tested by the Shapiro-Wilk test of normality. In the 
case of nonparametric data, the Yeo-Johnson transformation 
was used to reduce skewness and to approximate normality. 
For a comparative analysis of normally distributed variables, 
the ANOVA algorithm, Student’s t-test, and multiple com-
parisons of means by Tukey contrasts were used. For com-
parative analysis of non-normal distributed variables, the 
Fisher-Pitman permutation test was used. Depending on the 
distribution of the variables analyzed, Pearson’s or Spearman’s 
correlation coefficients were used to estimate the associations 
between 2 variables. Significance was assumed at p < 0.05.

Results

A total of 43 girls with genetically confirmed TS aged 
5–18 years participated in the study. The mean height SDS 
was significantly below that of age-matched Polish girls, 
whereas the mean weight SDS did not differ significantly 
from that of age-matched Polish girls, and the mean BMI 
SDS was significantly greater (Table 1). Of the 43 girls,  
7 (16%) were prepubertal, 22 (51%) had reached Tanner 
stage 2 or higher pubarche or breast development without 
menarche, and 14 (33%) were postmenarche. Although the 
mean LS aBMD Z-score was significantly lower than 0 
(the hypothetical mean) when compared with a reference 
population (p = 0.001), the mean LS aBMD height-adjusted  
Z-score did not differ significantly from 0 (Fig. 1). The Ad-
SoS Z-score was significantly lower than 0 compared to a Pol-
ish reference population (p = 0.001) (Fig. 2). The LS aBMD 
height-adjusted Z-score was ≤−2 in 1 out of 43 girls (2%),  
and the Ad-SoS Z-score was  ≤−2 in  11 out of 43 girls  
(26%). None of the patients reported pathological fractures. 
Nine girls had fractures caused by medium-force-trauma 
(21%), including 1 patient who reported 2 fractures. All frac-
tures involved the appendicular skeleton, but not vertebral 
or femoral sites. We did not find significant differences 
between patients with and without fractures as regards 
the Ad-SoS and LS aBMD height-adjusted Z-scores. Only 
1 girl, who had sustained 2 fractures, had an LS aBMD 
height-adjusted Z-score of <−2; the others showed normal 
values. The Ad-SoS Z-score was ≤−2 in 3 girls with a posi-
tive history of fracture (including the girl with 2 fractures). 
We did not find any differences in Ad-SoS and BMD values 
in relation to karyotype or age of diagnosis. The DXA and 
QUS parameters did not correlate with age at the start 
of GH therapy and cumulative doses of GH. The LS BMD 
values differed significantly between girls with breast Tan-
ner stage 4 or lower (mean ±SD: −0.39 ±1.06), and those 
with stage 5 (mean ±SD: 0.87 ±0.64) (p < 0.03). Ad-SoS 
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values – but not DXA values – showed only a significantly 
negative correlation with the presence of menstrual dis-
turbances (p < 0.03).

Discussion

Although short stature is the most common clinical fea-
ture of TS, skeletal abnormalities encompass more than 
poor linear growth. One of the biggest concerns is that 

Fig. 1. Individual values of LS aBMD height-adjusted Z-score

Fig. 2. Individual values of Ad-SoS Z-score

–3.00

–2.00

–1.00

0.00

1.00

2.00

–1.94

–1.55

–0.36
–0.38

0.84
0.69

–1.52

–3.71

–0.43

1.42

–0.21

0.28

–0.34

0.17

0.86

–1.19

1.30

–1.05
–1.02

1.33

0.47

–0.75

1.03

1.64

0.43

–0.76

–1.25

1.24

–0.35

0.02

–1.66

0.25

–0.84

–1.53

0.240.340.440.540.640.730.830.931.03

LS
 a

BM
D 

he
ig

ht
 a

dj
us

te
d 

Z-
sc

or
e

serial number of patients

–3.00

–2.00

–1.00

0.00

1.00

2.00

–0.60

–1.15

–2.68

1.83

–1.66

–3.00

–2.38

–3.40

–1.02

–3.73

–0.58
–0.81

–2.46

–0.63

–0.98

–0.43

0.51

–0.02

–2.22

–1.16
–1.17

–0.06

–2.92

–2.60

1.75

–0.88

–0.31

–0.80
–0.83

–2.35

–0.73

–0.02

–1.40

0.12

–2.62

0.09

–1.93

–0.88
–1.11

–0.43

1.46

–1.16

–0.32Ad
-S

oS
 Z

-s
co

re

serial number of patients



Adv Clin Exp Med. 2018;27(6):759–764 763

of increased fracture risk and decreased bone density. Stud-
ies using DXA show decreased BMD, but small size leads 
to underestimation, and when the results are adjusted for 
body size, patients with TS usually have normal BMD in the 
spine, i.e., in trabecular bone.2,18,19 This phenomenon also 
occurred in our study, showing that apparent BMD may 
be misleading when evaluating patients with short stature. 
Although the majority of studies indicate that the abnor-
malities seem to be only in cortical bone, some studies show 
compromised trabecular microarchitecture in patients 
with TS.20,21 However, reduced cortical BMD in young TS 
patients is not proven to lead to increased fractures.22–24

We assessed the skeletal status of a group of young fe-
males with TS at 2 different skeletal sites using 2 different 
densitometric techniques. Phalangeal QUS measurements 
have shown an ability to reveal changes due to skeletal 
disorders and seem to be less influenced by bone size.10–12 
Furthermore, as proximal phalanges of the hands consist 
primarily of cortical bone (>60%), a phalangeal QUS evalu-
ation may provide more information on bone health in TS 
girls than DXA. Our patients had statistically significant-
ly lower Ad-SoS values compared to healthy Polish girls, 
but not LS BMD values after adjusting for height. These 
findings are in agreement with other studies demonstrat-
ing that in young TS girls, at a site with predominantly 
trabecular bone (i.e., the lumbar spine), BMD does not 
differ from controls after adjusting for body size.2,9,18,19,25 
However, reduced BMD may be present at sites of pre-
dominantly cortical bone, such as the 1/3 distal radius.23 
Also, the studies that used pQCT, a method which is able 
to independently provide measurements of 3-dimensional 
bone density and an assessment of trabecular and cortical 
bone density, have revealed significantly reduced cortical 
volumetric BMD (vBMD) and cortical thickness at some 
sites, and lower bone strength.20–22 Holroyd et al. showed 
by this method not only a significant reduction in corti-
cal vBMD at the proximal radius, but in cortical thick-
ness as well (Z-score of −2.58 and −2.89, respectively).9 
Moreover, they found no differences in the total vBMD 
Z-score or the trabecular vBMD Z-score at the distal ra-
dius. Using ultrasound methods, comparable results were 
obtained by Zuckerman-Levin et al. and Vierucci et al.24,26 
As in our study, they found reduced phalangeal Ad-SoS, 
and radial and tibial SoS in girls and women with TS.  
As with pQCT data, abnormal QUS results may imply 
structural abnormalities in cortical bone in TS. In con-
trast, Soucek et al. questioned the findings that the cortical 
BMD is decreased in TS. They concluded that the partial 
volume effect is probably responsible for this outcome.27 
The fracture prevalence in our patients was 21%, and was 
similar to other observations.28,29 This percentage is not 
higher than in a healthy population, because fractures are 
also common in youth, with 1/3 of all children sustaining 
at least 1 fracture before the age of 17 years.30,31 Our find-
ing varies from a paper by Vierucci et al.26 They found 
a slightly increased risk of fracture in TS girls. In the study, 

62.5% of their TS patients had an Ad-SoS Z-score of <−2 
and only 1 TS patient with positive history of fracture had 
normal QUS values, whereas 67% of our TS girls with a pre-
vious history of fracture had an Ad-SoS Z-score of >−2. We 
also did not find any differences in Ad-SoS values between 
TS girls with and without a positive history of fracture. 
Unfortunately, we did not assess bone transmission time 
(BTT), which was shown by Vierucci et al. to have a strong 
correlation with previous fractures. These differences are 
difficult to explain. Perhaps this conflicting data resulted 
from the earlier age of our patients at the start of rhGH 
therapy, but we found no correlation between QUS val-
ues and the onset of GH treatment. Also, the relatively 
small number of subjects included in these studies may 
be behind the dissimilarities encountered. Unlike Vierucci 
et al., we examined the dominant hand, because the Polish 
reference values were calculated on the basis of dominant 
hand measurements,14 but studies by Shönau et al. and 
Baroncelli et al. have showen that there is no significant 
difference between measurements of the two hands.32,33 
Although GH administration, the standard treatment for 
TS patients, is considered to promote bone accrual and 
strength, we found no correlation between the cumulative 
dose of GH and densitometric results.21 Similar results 
have been obtained by other authors.5,34,35 Furthermore, 
karyotype did not influence densitometric Z-score values, 
which was also in an agreement with previous studies.34,36

Our study may have been limited by its cross-sectional 
design and the small number of subjects studied. However, 
the rarity of TS limits the potential for enrollment. Indeed, 
other studies assessing skeletal status in young TS patients 
encompass a similar number of subjects. A longitudinal 
study in patients with TS is in progress, and the results 
of this study may furnish further important data.

Conclusions

We concluded that TS girls have normal bone density 
adjusted for height, but significantly decreased phQUS 
values. Neither DXA nor phalangeal Ad-SoS can identify 
young TS patients with former fractures.

References
  1.	 Gravholt CH, Vestergaard P, Hermann AP, Mosekilde L, Brixen K, Chris-

tiansen JS. Increased fracture rates in Turner’s syndrome: A nation-
wide questionnaire survey. Clin Endocrinol. 2003;59:89–96.

  2.	 Ross JL, Long LM, Feuillan P, Cassorla F, Cutler GB Jr. Normal bone 
density of the wrist and spine and increased wrist fractures in girls 
with Turner’s syndrome. J Clin Endocrinol Metab. 1991;73:355–359.

  3.	 Saggese G, Baroncelli GI, Bertoelloni S, Barsanti S. The effect of long-
term growth hormone (GH) treatment on bone mineral density in 
children with GH deficiency. Role of GH in the attainment of peak 
bone mass. J Clin Endocrinol Metab. 1996;81:3077–3083.

  4.	 Conway GS, Szarras-Czapnik M, Racz K, et al. Treatment for 24 months 
with recombinant human GH has a beneficial effect on bone min-
eral density in young adults with childhood-onset GH deficiency.  
Eur J Endocrinol. 2009;160(6):899–907.



B. Wikiera, et al. Skeletal status in TS patients by QUS and DXA764

  5.	 Aycan Z, Cetinkaya E, Darendeliler F, et al. The effect of growth hor-
mone treatment on bone mineral density in prepubertal girls with 
Turner syndrome: A multicentre prospective clinical trial. Clin Endo-
crinol (Oxf ). 2008;68(5):769–772.

  6.	 Davies MC, Gulekli B, Jacobs HS. Osteoporosis in Turner’s syndrome 
and other forms of primary amenorrhoea. Clin Endocrinol. 1995;43: 
741–746.

  7.	 Landin-Wilhelmsen K, Bryman I, Windh M, Wilhelmsen L. Osteopo-
rosis and fractures in Turner syndrome: Importance of growth pro-
moting and oestrogen therapy. Clin Endocrinol. 1999;51:497–502.

  8.	 Nadeem M, Roche EF. Bone health in children and adolescent with 
Turner syndrome. J Pediatr Endocrinol Metab. 2012;25:823–833.

  9.	 Holroyd CR, Davies JH, Taylor P, et al. Reduced cortical bone density 
with normal trabecular bone density in girls with Turner syndrome. 
Osteoporos Int. 2010;21:2093–2099.

10.	 Pluskiewicz W, Łuszczyńska A, Halaba Z, Drozdzowska B, Sońta-
Jakimczyk D. Skeletal status in survivors of childhood acute lym-
phoblastic leukemia assessed by quantitative ultrasound: A pilot 
cross-sectional study. Ultrasound Med Biol. 2002;28:1279–1284.

11.	 Pluskiewicz W, Adamczyk P, Drozdzowska B, Pyrkosz A, Halaba Z. 
Quantitative ultrasound and peripheral bone densitometry in patients 
with genetic disorders. Ultrasound Med Biol. 2006;32:523–528.

12.	 Halaba ZP. The usefulness of phalangeal quantitative ultrasound 
in the assessment of skeletal status in children and adolescents. Curr 
Med Imaging Rev. 2008;4:194–201.

13.	 Drozdzowska B, Pluskiewicz W, Halaba Z, Misiołek H, Beck B. Quan-
titative ultrasound at the hand phalanges in 2850 females aged 7 
to 77 yr: A cross-sectional study. J Clin Densitom. 2005;8(2):216–221.

14.	 Halaba ZP, Pluskiewicz W. Quantitative ultrasound in the assessment 
of skeletal status in children and adolescents. Ultrasound Med Biol. 
2004;30(2):239–243.

15.	 Eunice Kennedy Shriver National Institute of Child Health and Human 
Development: Bone mineral density in childhood study. https://
bmdcs.nichd.nih.gov/zscore.htm Accessed December 14, 2015 – 
April 10, 2016.

16.	 Zemel BS, Leonard MB, Kelly A, et al. Height adjustment in assessing 
dual energy X-ray absorptiometry measurements of bone mass and 
density in children. J Clin Endocrinol Metab. 2010;95:1265–1273.

17.	 Landin LA. Fracture patterns in children. Analysis of 8,682 fractures 
with special reference to incidence, etiology and secular changes 
in a Swedish urban population 1950–1979. Acta Orthop Scand Suppl. 
1983;202:1–109.

18.	 Gravholt CH, Lauridsen AL, Brixen K, Mosekilde L, Heickendorff, Chris-
tiansen JS. Marked disproportionality in bone size and mineral, and 
distinct abnormalities in bone markers and calcitropic hormones 
in adult Turner syndrome: A cross-sectional study. J Clin Endocrinol 
Metab. 2002;87:2798–2808.

19.	 Bakalov V, Chen M, Baron J, et al. Bone mineral density and fractures 
in Turner syndrome. Am J Med. 2003;115(4):259–264.

20.	 Hansen S, Brixen K, Gravholt CH. Compromised trabecular microarchi-
tecture and lower finite element estimates of radius and tibia bone 
strength in adults with turner syndrome: A cross-sectional study 
using high-resolution-pQCT. Bone Miner Res. 2012;27(8):1794–1803.

21.	 Nour MA, Burt LA, Perry RJ, Stephure DK, Hanley DA, Boyd SK. Impact 
of growth hormone on adult bone quality in Turner syndrome: A HR-
pQCT study. Calcif Tissue Int. 2016;98(1):49–59.

22.	 Bechtold S, Rauch F, Noelle V, et al. Musculoskeletal analyses of the 
forearm in young women with Turner syndrome: A study using 
peripheral quantitative computed tomography. J Clin Endocrinol 
Metab. 2001;86:5819–5823.

23.	 Bakalov VK, Axelrod L, Baron J, et al. Selective reduction in cortical 
bone mineral density in Turner syndrome independent of ovarian 
hormone deficiency. J Clin Endocrinol Metab. 2003;88:5717–5722.

24.	 Zuckerman-Levin N, Yaniv I, Schwartz T, Guttmann H, Hochberg Z. 
Normal DXA bone mineral density but frail cortical bone in Turner’s 
syndrome. Clin Endocrinol. 2007;67:60–64.

25.	 Neely EK, Marcus R, Rosenfeld RG, Bachrach L. Turner syndrome ado-
lescents receiving growth hormone are not osteopenic. J Clin Endo-
crinol Metab. 1993;76(4):861–866.

26.	 Vierucci F, Del Pistoia M, Erba P, Federico G, Saggese G. Usefulness 
of phalangeal quantitative ultrasound in identifying reduced bone 
mineral status and increased fracture risk in adolescents with Turn-
er syndrome. Hormones. 2014;13(3):353–360.

27.	 Soucek O, Schonau E, Lebl J, Sumnik Z. Artificially low cortical bone 
mineral density in Turner syndrome is due to the partial volume 
effect. Osteoporos Int. 2015;26(3):1213–1218.

28.	 Bakalov V, Bondy CA. Fracture risk and bone mineral density in Turn-
er syndrome. Rev Endocr Metab Disord. 2008;9(2):145–151.

29.	 Soucek O, Lebl J, Snajderova M, et al. Bone geometry and volumet-
ric bone mineral density in girls with Turner syndrome of different 
pubertal stages. Clin Endocrinol (Oxf ). 2011;74:445–452.

30.	 Cooper C, Dennison EM, Leufkens HG, Bishop N, van Staa TP. Epide-
miology of Childhood Fractures in Britain: A study using the gener-
al practice research database. J Bone Miner Res. 2004;19:1976–1981.

31.	 Konstantynowicz J, Bialokoz-Kalinowska I, Motkowski R, et al. The char-
acteristics of fractures in Polish adolescents aged 16–20 years. Osteo-
poros Int. 2006;16(11):1397–1403.

32.	 Schönau E, Radermacher A, Wentzlik U, Klein K, Michalk D. The deter-
mination of ultrasound velocity in the os calcis, thumb and patella 
during childhood. Eur J Pediatr. 1994;153:252–256.

33.	 Baroncelli GI, Federico G, Bertelloni S, et al. Bone quality assesse-
ment by quantitative ultrasound of proximal phalanxes of the hand 
in healthy subjects aged 3–21 years. Pediatr Res. 2001;49(5):713–718.

34.	 Nadeem M, Roche EF. Bone mineral density in Turner’s syndrome and 
the influence of pubertal development. Acta Paediatr. 2014;103(1): 
e38–42.

35.	 Ari M, Bakalov VK, Hill S, Bondy CA. The effects of growth hormone 
treatment on bone mineral density and body composition in girls 
with turner syndrome. J Clin Endocrinol Metab. 2006;91:4302–4305.

36.	 Högler W, Briody J, Moore B, Garnett S, Lu PW, Cowell CT. Impor-
tance of estrogen on bone health in Turner syndrome: A cross-sec-
tional and longitudinal study using dual-energy X-ray absorptiom-
etry. J Clin Endocrinol Metab. 2004;89:193–199.



DOI
10.17219/acem/68901

Copyright
© 2018 by Wroclaw Medical University 
This is an article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

Address for correspondence
Elżbieta Lachert
E-mail: elachert@ihit.waw.pl

Funding sources
None declared

Conflict of interest
None declared

Acknowledgements
The authors would like to thank  
Ms Krystyna Dudziak for her contribution  
and assistance.

Received on October 18, 2016
Reviewed on November 15, 2017
Accepted on February 9, 2017

Abstract
Background. The quality of platelet concentrates (PCs) is affected by preparation, storage, the type of con-
tainer, and pathogen reduction technology (PRT). The Mirasol® Pathogen Reduction Technology (PRT) system 
(Terumo BCT Inc., Lakewood, USA), which uses riboflavin and ultraviolet (UV) light, has recently been proven 
effective against bacteria, viruses, parasites, and leukocytes.

Objectives. The aim of the study was to evaluate the effect of the Mirasol® PRT system, based on riboflavin 
and UV light exposure, on the most common in vitro platelet quality parameters of PCs prepared from whole 
blood-derived buffy coats.

Material and methods. The study included 15 trials (n = 15). For each trial, 2 PCs were used: 1 for treatment 
with the Mirasol® PRT system (M) and 1 for a control (C). In the M group, PCs were illuminated. In the C group, 
saline solution was added. PCs from groups M and C were stored at 20–24°C, with agitation. Samples were 
collected on days 1, 3 and 5 to determine platelet concentration, total platelet count/unit, mean platelet 
volume (MPV), power of hydrogen (pH), glucose and beta-thromboglobulin concentration (BTG), hypotonic 
shock response (HSR), aggregation, CD42b and CD62P expression, pCO2, and pO2.

Results. No significant differences in HSR or CD42b expression were observed between groups M and C. 
All pH values were stable during the whole storage period (7.1–7.5). On storage day 1, CD62P expression 
in group C was significantly higher than in group M. In the Mirasol® group, significantly higher glucose 
consumption was noted on storage days 3 and 5. On day 5, a 2–3-fold increase in BTG was observed in both 
groups as compared to day 1; on day 5, BTG concentration was 32% higher in group M than in group C. 
On all storage days, pCO2 was comparable in groups M and C; lower pO2 values were reported for group M.

Conclusions. In vitro results demonstrated that pH, HSR, aggregation, CD42b antigen expression, and MPV 
and platelet count parameters were comparable in groups M and C.

Key words: pathogen, platelets, inactivation
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Introduction

Blood and blood components have never been as safe 
as they are nowadays. Significant improvements have been 
made to safety through restricted donor selection, closed 
system preparation, implementation of higher sensitivity 
serological and molecular biology tests, and the exclusive 
use of quarantine plasma. Additionally, the implementa-
tion of the Quality Assurance (QA) system has greatly 
contributed to the higher quality of blood components.1

Regardless of those preventive measures, blood compo-
nents are still not safe enough. We must constantly be pre-
pared for new and emerging pathogens, pathogens for which 
no tests are yet available or for which tests are not routine-
ly used. Such was the case in the 1970s, when thousands 
of hemophilia patients were infected with hepatitis C virus 
(HCV) when they were administered coagulation factor 
concentrates which were not subjected to inactivation.2

There is also another factor that needs to be considered 
as an additional risk of disease transmission, namely, migra-
tion. As a result of migration, diseases like malaria, Chagas 
disease, or West Nile virus, which are characteristic of one 
geographical region, may also appear in other geographical 
locations. The original sources of these pathogens are Af-
rica, Mediterranean countries and occasionally Europe, but 
in the period of 1999–2003, these viruses spread to the terri-
tory of the United States and Canada, where the transfusion 
transmissible infection (TTI) risk for West Nile virus, for ex-
ample, was calculated at 1.46–12.33 per 10,000 donations 
and resulted in the immediate implementation of screening 
tests (polymerase chain reaction – PCR) for single donations 
in all American blood banks.3,4

Not only viruses are a potential threat to blood safety. 
Statistical data regarding post-transfusion adverse reac-
tions demonstrates a high risk of bacterial contamina-
tion for platelet concentrates (PCs) that are mostly stored 
at room temperature, which favors bacterial proliferation. 
Bacteria-related adverse reactions following PC transfu-
sions have been estimated at 1/2000 transfusions.5

This explains why pathogen inactivation methods which 
were previously in use only for plasma fractionation are now 
becoming increasingly popular for inactivation in cellular 
blood components. Inactivation methods promise addition-
al protection both from already known infectious agents and 
those yet unrecognized but which may pose a threat to safe 
blood supply. One such method is the Mirasol® Pathogen 
Reduction Technology (PRT) system (Terumo BCT Inc., 
Lakewood, USA) for pathogen inactivation in plasma and 
platelet concentrates. The system offers a nucleic acid-
targeted pathogen reduction technique based on ultravio-
let (UV) light and riboflavin. Riboflavin molecules form 
complexes with the nucleic acid of the pathogen. Exposure 
to UV light activates riboflavin causing a chemical altera-
tion in the functional groups of the nucleic acid (primary 
guanine bases), rendering the pathogen unable to replicate. 
Although riboflavin is most effective for lipid-enveloped 

viruses, reports in the literature also describe reductions 
for the non-enveloped parvovirus B19, as well as for some 
bacteria and protozoa. Multicenter trials by Cardo et al. 
have shown the riboflavin method to be effective for kill-
ing Leishmania and other emerging plasma and platelet 
pathogens (5–7 log reduction).6,7 Numerous studies have 
also confirmed this method to be effective for white blood 
cell inactivation. Clinical trials have proved the  safety 
of Mirasol® PRT system-treated blood components and 
lack of neoantigen formation.8–11

Nowadays, the Mirasol® PRT system is in routine use 
in many European countries. In Poland, the system has 
been used since 2009 for pathogen inactivation in plasma, 
but in some regional blood transfusion centers also for PCs. 
In our country, more than 90% of pooled PCs for clinical 
use are buffy coat-derived, which explains why this type 
of PCs were dedicated  for pathogen reduction technology.

Objectives

The objective of our study was to evaluate the quality 
parameters of buffy coat-derived PCs inactivated with 
the Mirasol® PRT system and stored for 5 days. The inac-
tivation effect of the Mirasol® PRT system on in vitro cell 
quality in PCs was evaluated and the results were com-
pared to quality parameters of untreated control platelets.

Material and methods

The experiments (n = 15) were performed with pairs 
of identical buffy coat-derived PCs. PC preparation was 
done according to current Polish blood transfusion ser-
vice regulations.1 The study included 15 pooled PCs ob-
tained from buffy coats (150 buffy coats, 30 plasma units) 
by  the  use of  whole blood centrifugation and separa-
tion of red blood cells and plasma. The procedure was 
performed in  the  Regional Blood Transfusion Center 
in Warszawa using the ATREUS system (Terumo BCT 
Inc., Lakewood, USA). Before pooling, the bags with buffy 
coats (65 mL each) were left without agitation for 18 h.

 For each experiment, 2 PCs were used: 1 for treatment 
with the Mirasol® PRT system (M) and 1 for a control (C).

Platelet concentrate preparation

In sterile conditions (TSCD; Terumo BCT, Lakewood, 
USA), 10 units of ABO-compatible buffy coats and 2 units 
of plasma were pooled in 1000 mL bags (JMS, Hiroshima, 
Japan), mixed and transferred into 600 mL bags, then 
centrifuged at 2240 g/min for 4.5 min at 22°C (J-6 M/E; 
Beckman, Porton, UK) in order to obtain PCs. The PC 
parameters (volume, platelet concentration and total plate-
let count/unit) met the Mirasol® PRT system incoming 
product specifications. After centrifugation, all PCs were 
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pooled into 1 collective 1000 mL bag, mixed and left for 1 h 
without agitation. Each PC unit was then divided into 2 ali-
quots – one was transferred into the Mirasol® PRT system 
illumination bag (M) and the other was transferred into 
a control bag (C).

All PC units were stored at 20–24°C, with agitation. 

Equipment handling  
and inactivation process

Prior to each illumination process, the PCs were identified 
by donation number and batch scanning. Riboflavin solu-
tion (500 µM) was added to the PC for PRT treatment (M) 
at a volume of 35 mL, while the same volume (35 mL) of sa-
line solution (0.9% NaCl; Ravimed, Łajski, Poland) was added 
to the PC control group (C). After removing air, the Mira-
sol® illumination bags were inactivated for approx. 6 min 
(illuminator; 6.2 J/mL). All PCs were placed on a horizontal 
flatbed shaker at 20–24°C at 30 cycles/min (Helmer; Frese-
nius Kabi, Lake Zurich, USA).

Storage and sampling

Twenty-four h after buffy coat preparation and illumina-
tion, the first 20 mL study samples were collected in sterile 
conditions (TSCD; Terumo BCT) from both PC groups 
(M and C). Consecutive samples were collected on storage 
days 3 and 5. All riboflavin-treated PC bags were stored 
at no risk of exposure to light. PCs were not subjected 
to filtration as this is not a routine procedure in the Polish 
blood transfusion service.

Evaluation of in vitro platelet concentrates 
quality on 1st, 3rd and 5th day of storage

–– Platelet concentration and mean platelet volume (MPV) 
were immediately tested on a hematological analyzer 
(Beckman Coulter ACD diff, High Wycombe, USA).

–– Power of hydrogen (pH), pO2 and pCO2 concentra-
tion measurements were performed within 15 min 
of sample collection in aseptic conditions on a self-
calibrated blood gas analyzer (Rapidlab®1260; Bayer 
HealthCare, Leverkusen, Germany).

–– Hypotonic shock response (HSR) was determined us-
ing a 2-channel Lambda 12 spectrophotometer (Perkin 
Elmer, Waltham, USA) at a wavelength of 620 nm. 

–– The aggregation ability of cells in adenosine diphos-
phate (ADP) (Chrono-Lume®Reagents, Havertown, 
USA) was studied with a Chrono-Log aggregometer 
(Chrono-Log Corporation, Havertown, USA) using 
the turbidimetric method of light transmission which 
differentiates between PPP (platelet poor plasma) and 
PRP (platelet rich plasma) samples.

–– Cytofluometric analysis was used to study antigen ex-
pression on the platelet surfaces. After plasma wash-
ing and paraformalehyde fixing, the  platelets were 

incubated with monoclonal antibodies directed against 
CD42b and CD62P antigens (Beckman Coulter Co, Vil-
lepinte, France). We used monoclonal IgG1 class anti-
bodies labeled with fluorescein isothiocyanate (FITC). 
Class IgG1 anti-murine antibodies were used as a nega-
tive control. Readings were performed on a Cytoron Ab-
solute flow cytofluorometer (Ortho Diagnostics, New 
Jersey, USA); the labeled cell distribution and fluores-
cence intensity were observed as well.

–– Glucose concentration was determined in Cobas In-
tegra 400 Plus Roche biochemical analyzer (Roche 
Diagnostics Ltd., Rotkreuz, Switzerland).

–– Beta-thromboglobulin (BTG) was determined with 
ELISA (Asserachrom β-TG kit, Asnières, France).

Statistical analysis

All reported values were calculated with a statistical 
software program STATISTICA (Tibco, Palo Alto, USA). 
The results are presented as mean and standard deviation 
(SD). The p-value for paired results was calculated with 
ANOVA, and p < 0.05 was considered significant.

Results

Study results are presented in Table 1 and in Fig. 1–6. 
Statistical significance was determined by  comparing 
the results for PRT-treated PCs (M) and untreated PCs 
(C) on storage days 1, 3 and 5. The average PC volume 
after treatment and after collection of study samples was 
227 mL in both the M and C groups (min volume: 183 mL; 
max volume: 327 mL). On storage days 3 and 5, 20 mL 
of PCs was collected in both PC groups (C, M). The volume 
decreased to 206 mL on day 3, and to 184 mL on day 5 
of storage. For both study groups (C, M), the differences 
in volume prepared on each storage day were not statisti-
cally significant.

In both the C and M groups, the platelet (PLT) concen-
tration in PCs decreased slightly with storage time, from 
1316 ±208 × 103/μL to 1275 ±212 × 103/μL in group M 
PCs, and from 1338 ±209 × 103/μL to 1288 ±182 × 103/μL 
in control PCs (C). Statistical significance was observed 
for Mirasol®-treated PCs (M) and control PCs on storage 
days 1 (p < 0.005) and 3 (p < 0.05).

On storage day 1, the average platelet count/unit was 
3.0 ±0.5 × 1011 in both study groups, and on storage day 5 
it was 2.3 ±0.5 × 1011 in M and 2.4 ±0.4 × 1011 in C. Platelet 
loss was mostly due to study sample collection. No statis-
tical significance was found between the studied groups 
on individual storage days.

Statistically significant differences in MPV were ob-
served for PCs in both study groups for storage days 1, 
3 and 5 (p < 0.005, p < 0.05 and p < 0.0005, respectively). 
Over 5 days of storage, MPV decreased from 7.6 fL to 7.0 fL 
in group C and from 7.5 fL to 7.2 fL in group M.
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Table 1. Effect of Mirasol® PRT system on the quality of PCs

Parameters
Day 1 Day 3 Day 5

control (C) Mirasol® PRT 
system (M) p-value control (C) Mirasol® PRT 

system (M) p-value control (C) Mirasol® PRT
system (M) p-value

Volume [mL] 227 ±32 227 ±31 >0.05 206 ±31 206 ±31 >0.05 184 ±31 184 ±31 >0.05

PLT concentration
[×103/µL]

1338 ±209 1316 ±208 <0.005* 1293 ±173 1280 ±188 <0.05* 1288 ±182 1275 ±212 >0.05

Total PLTs
[×1011/unit]

3.0 ±0.5 3.0 ±0.5 >0.05 2.7 ±0.4 2.6 ±0.4 >0.05 2.4 ±0.4 2.3 ±0.5 >0.05

MPV [fL] 7.6 ±0.9 7.5 ±0.8 <0.005* 7.5 ±0.1 7.0 ±0.4 <0.05* 7.0 ±0.5 7.2 ±0.5 <0.0005*

pH 7.1 ±0.1 7.1 ±0.1 >0.05 7.5 ±0.1 7.4 ±0.1 <0.0005* 7.4 ±0.1 7.2 ±0.1 <0.0005*

Glucose [mg/dL] 231.6 ±12.2 228.5 ±12.7 >0.05 206.1 ±14.8 190.9 ±16.6 <0.0005* 181.0 ±18.5 143.5 ±27.7 <0.0005*

PLT – platelet; MPV – mean platelet volume; pH – power of hydrogen; * statistical significance.
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Fig. 1. Effect of Mirasol® PRT system on the quality of PCs – HSR [%]

 – Mirasol®;  – control.

CD
42

b 
%

120

100

80

60

40

20

0
Day 1 Day 3 Day 5

Fig. 2. Effect of Mirasol® PRT system on the quality of PCs – CD42b [%]
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Fig. 3. Effect of Mirasol® PRT system on the quality of PCs – CD62 [%]

 – Mirasol®;  – control; ↔ – statistical significance.

Fig. 4. Effect of Mirasol® PRT system on the quality of PCs – ADP-induced 
platelet aggregation [%] 

 – Mirasol®;  – control.

The pH values in both groups increased slightly by stor-
age day 3, and decreased by day 5 to 7.4 for C and to 7.2 
for M. It  is worth noting that the pH value in all stud-
ied PCs was very stable and ranged from 7.1 to 7.5 during 
the whole storage period. Statistical significance was ob-
served when inactivated PCs were compared with control 
PCs on storage days 3 and 5 (p < 0.0005 and p < 0.0005, 
respectively).

We observed a 16% decrease of glucose concentration 
in PRT-treated PCs from day 1 to day 3 of storage and 

an 11% decrease in the control group. Glucose consumption 
increased on storage day 5 (25% for M and 12% for C group 
as compared to storage day 3). Statistical significance was 
found for storage days 3 and 5 (p < 0.0005 and p < 0.0005, 
respectively).

The same average values for HSR were observed in both 
groups for  the  whole storage period (about 80–90%). 
No statistical significance was observed when inactivated 
PCs were compared with control PCs on individual stor-
age days (Fig. 1).
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Antigen expression on the surface of the platelets is one 
of the most sensitive platelet activation tests. The aver-
age CD42b expression in both study groups was observed 
at 80–90% and did not change significantly throughout 
storage. A slight decrease in the CD42b expression was 
observed on storage day 3 and it returned to the value 
of day 1 by storage day 5 (Fig. 2).

The  CD62P antigen expression was slightly lower 
for group M as compared to group C on storage days 1 and 3. 
On storage day 5, the CD62P antigen expression in group 
M was slightly higher compared to group C. Statistical sig-
nificance was found only for storage day 1 (p < 0.05) (Fig. 3).

The average ADP aggregation was observed at 43.3% 
for group M and at 45.4% for group C on storage day 1. 
By storage day 3, the aggregation value in group M dropped 
by 37% and in group C by 35%. On storage day 5, aggrega-
tion capability further decreased in both groups, to 25.6% 
in M and to 24.9% in C group. No statistical significance 
was observed (Fig. 4).

The concentration of beta-thromboglobulin, a protein 
found in the alpha granularity, increased with PC stor-
age time and platelet activation. A 3-fold increase of BTG 
was observed in group M and more than a 2-fold increase 
in group C over 5 days of storage. Statistical significance 
was observed on storage day 5 (p < 0.05) (Fig. 5).

The  pCO2 value decreased with storage in  both PC 
groups. Statistical significance was observed on storage 
day 3 (p < 0.0005). The pO2 values were significantly lower 
in inactivated PCs than in control PCs (p < 0.05, p < 0.0005 
and p < 0.005 on respective days 1, 3 and 5) (Fig. 6).

Discussion

Transfusions of platelet concentrates are becoming more 
and more common for the prevention of bleeding. The ul-
timate aim of every blood transfusion service is therefore 
to prepare safe PCs of high therapeutic quality to induce he-
mostasis in the recipient’s circulatory system. The methods 
of PC preparation in routine use are apheresis (from a single 
donor) or the conventional method from whole blood (from 
buffy coats or platelet rich plasma). Pooled buffy coats carry 
a higher risk of pathogen transmission as compared to PCs 
obtained from a single donor.12 This is one of the reasons 
why we used PCs from buffy coats to evaluate the efficacy 
of PCs inactivated in the Mirasol® PRT system; the other 
reason is that this method of PC preparation is more com-
mon in Poland than the method of obtaining PCs from PRP.

The aim of the study was to evaluate the effect of PRT 
based on riboflavin and UV light exposure on PC func-
tional characteristics. During collection, preparation and 
storage, PCs are subjected to procedures such as centrifu-
gation, resuspension and agitation, which are responsible 
for  platelet activation.13 The platelet functional char-
acteristics are then impaired and platelet survival time 
in the recipient’s circulatory system may also be reduced. 
The Mirasol® PRT system may impose additional stress 
on the platelets.

The study aim was to evaluate the most common in vitro 
parameters of PRT-treated PCs.13 One of the parameters 
that determines PC quality is the pH value. It is worth not-
ing that PC storage bags, which facilitate free gas exchange, 
may cause PC alkalization (especially when platelet count 
is low) through excessive CO2 diffusion from the plasma. 
Alkalization or low pH (<6.2) may correlate with low post-
transfusion platelet viability.14,15

No additional effect of PRT treatment on the PC platelet 
count was determined. The platelet count decreased over 
time, as already demonstrated by Moroff et al., who evalu-
ated this parameter in various kinds of PCs (illuminated, 
filtered, etc.) during a 5-day storage period.16,17

Many studies have shown that a drop in the pH dur-
ing storage to 6.4 or 6.2 causes swelling of the platelets 
and a  decrease in  the  number of  transfused platelets. 
A pH value <6.1 has been reported to result in irrevers-
ible shape changes in transfused platelets and a pH value 
<6.2 results in a 50% decrease in the number of platelets 
remaining in  circulation after transfusion and a  50% 
decrease in the half-life of the platelets in circulation.17 
These  changes are believed to  decrease the  efficacy 
of  transfused platelets and are the  basis for  the  lower 
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 – pO2 Mirasol®;  – pO2 control;  – pCO2 Mirasol®;  – pCO2 control; 
↔ – statistical significance.

Fig. 5. Effect of Mirasol® PRT system on the quality of PCs  
– beta-thromboglobulin [IU/mL] 

 – Mirasol®;  – control; ↔ – statistical significance. 
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pH limit for transfused platelets in the regulations. Mur-
phy et al. observed the ideal pH value to be 6.8–7.4 and 
found that the mean platelet volume and platelet count 
are equally significant for PC quality control.18 Accord-
ing to Rinder and Smith, most authors claim that the pH 
of platelets stored in gas-permeable bags should be closer 
to 7.0. In fact, considering the low platelet yields found 
in PCs, there is more concern about an alkaline pH (close 
to or >8.0), since storage at this pH is also known to be 
deleterious to platelet function and post-transfusion recov-
ery.19 The degranulation of stored platelets at low pH was 
one factor that led us to examine if lesser but significant 
degrees of platelet release and activation occurred under 
more physiological storage conditions.18

Platelets stored in an acidic environment (pH < 6.0) lose 
their oxygen-absorbing capability, undergo degranulation 
and are rapidly removed from the recipient’s circulatory 
system.

A statistical significance in pH value in group M was 
observed on storage days 3 and 5, although the values were 
within normal range. On storage day 3, slight PC alkaliza-
tion was noted in both PCs groups (C and M), but it was 
attributed to the procedure of sample collection, which 
resulted in a lower volume and a lower platelet count, while 
the O2/CO2 exchange surface remained the same.

Li et al. evaluated the PRT-treated PCs obtained through 
apheresis. They observed similar pH values (7.45 for con-
trols and 7.51 for Mirasol® PRT system) on storage day 1 
and the same value – 6.90 – for Mirasol® PRT system and 
for control on storage day 5. Clinical studies have demon-
strated that pH value is a simple parameter which indi-
rectly indicates the condition of platelets and correlates 
with in vivo platelet recovery.19,20 It has been determined 
that the mean platelet volume decreases in all components 
stored at room temperature, which confirms the satisfac-
tory condition of cells.

Goodrich et al. showed the highest correlation between 
pH and lactate production in PCs and in vivo recovery 
of Mirasol®-treated platelets.21 In the 1970s, Valeri dem-
onstrated a correlation between HSR and platelet viability 
in the recipient’s circulatory system.22 A similar correlation 
was reported by Handin, who recognized HSR as the most 
significant in vitro parameter to reflect in vivo platelet 
functions.23 In our study, we observed HSR changes to be 
very slight compared to  the  results obtained by  other 
study centers. After 5 days of storage, the PCs in group M 
showed no statistically significant HSR differences com-
pared to control PCs, which only shows that platelets are 
capable of “removing water out of the cell.”21,24

The turbidimetric method was used to evaluate platelet 
aggregation capacity by inducing with ADP, an agonist 
which defines the adhesion and aggregation capacity. ADP-
related aggregation depends on the presence of ADP re-
ceptors, IIb/IIIa receptors for fibrinogen and proper alpha 
granule release. The aggregation capacity of platelets de-
creases with storage time, which was observed in both PC 

groups (C and M). Similar results were obtained by Rijk-
ers et al., who studied platelet aggregation in PCs. No ad-
ditional effect of PRT treatment on platelet aggregation 
was reported.25

Flow cytometry is a routine method for studying plate-
let activation mechanisms. Monoclonal antibodies used 
for the evaluation of platelet activation help to determine 
cell fractions that  express on  the  platelet membrane. 
The appearance of new antigens (absent in a resting-stage), 
as well as quantity changes of antigens expressed on plate-
let membranes, result from platelet activation and intra-
cellular granule release. In consequence, the intraplatelet 
vesicle membrane fuses with the cytoplasmatic membrane, 
and the glycoproteins from granular membranes dissemi-
nate into the cytoplasmatic membrane and are expressed 
on the platelet membrane. The  level of platelet activa-
tion on the cytoplasmatic membrane is usually expressed 
by  3  antigens. With an  increase of  platelet activation, 
the expression of P-selectine increases as well (PADGEM 
antigen, GMP-140 glycoprotein, CD62P antigen) as a re-
sult of  intensive alpha granule release. Simultaneously, 
the expression of the α fragment (the von Willebrand re-
ceptor) for glycoprotein Ib (antigen CD42b) is reduced, and 
the expression of the active form of fibrinogen receptor GP 
IIb-IIIa (CD41) increases.26,27

To evaluate the effect of PRT treatment on PCs, we de-
cided to concentrate on the 2 most characteristic param-
eters of platelet activation, namely the CD42b and CD62P 
antigens.

In contrast to the results concerning the CD42b antigen 
expression reported by other authors, in our study, a slight 
decrease of glycoprotein Ib (antigen CD42b) expression 
on cells in both study groups was observed on storage 
day 3. On storage day 5, however, a return to the initial 
values was noted. Glycoprotein Ib is the basic receptor dur-
ing the initial adhesion of platelets to the vessel wall, and 
a lack or decrease of this expression results in aggregation 
impairment.13 No correlation between the CD42b antigen 
expression and platelet aggregation capacity was found.

P-selectin is also a significant activation marker. Most 
authors involved in PC quality control use this param-
eter as an indirect measure of platelet function. George 
et al. studied the CD62P antigen expression in PCs stored 
for 7 days under different agitation conditions. The per-
centage of the CD62P antigen expression on cells was 3-fold 
higher as compared to the initial values.28 Fijnheer et al. 
observed that P-selectin expression correlates with the PC 
platelet count.29 According to his observations, after 5 days 
of storage, a 15% increase in the number of activated plate-
lets occurred if the platelet count was below 1 × 109/mL, 
and a 30% increase occurred if  the platelet concentra-
tion was above 1.4 × 109/mL. In our study, we observed 
minimal platelet activation (higher P-selectin expression) 
on storage day 5 for PRT-treated PCs, though the values 
were not statistically significant compared to control PCs. 
Rinder and Smith suggest that P-selectin-positive platelets 
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are the first to be removed from the recipient’s circula-
tory system and are phagocytosed by granulocytes and 
monocytes.19

Glucose is a compound that participates in ATP synthesis 
via metabolism of lactic acid along the glycolytic pathway. 
There occurs a direct correlation between depletion of glu-
cose resources and prolongation of storage time. Addition-
ally, in our study we report a statistically significant decrease 
in glucose concentration for inactivated platelets (M) on 
days 3 and 5 which was also confirmed by other authors.18,19

Rinder and Smith report that beta-thromboglobulin con-
centration may be an alternative to the costly and compli-
cated isotope-stained studies which predict in vivo platelet 
recovery and survival. The higher beta-thromboglobulin 
release from alpha granules in PRT-treated PCs also in-
dicates slight activation on all storage days as confirmed 
by the statistically significant difference observed for PCs 
after 5 days of storage.19

The pO2 and pCO2 values confirm proper gas exchange 
in the stored PCs, both control and PRT-treated. The low-
er pO2 values in group M compared to group C indicate 
higher aerobic respiration, a requirement for adequate ATP 
production in cell mitochondria.

The aim of the study was to evaluate the in vitro bio-
logical parameters of PCs. Many authors claim that pa-
rameters such as aggregation capacity or HSR represent 
the in vivo hemostatic functions of platelets, but the most 
reliable, conclusive method of demonstrating PC transfu-
sion effectiveness would be to evaluate the patient’s clinical 
state following the transfusion of PRT-treated PCs.20,30

Independently of the above-described in vitro studies, 
each regional blood transfusion center involved in PC in-
activation also performs routine quality control of inacti-
vated PCs and monitors the components. If the percentage 
of components within a normal range falls below 75%, cor-
rective measures are launched which consist of monitoring 
all stages of inactivated PC preparation.

Conclusions

The in vitro results demonstrate that pH, HSR, aggrega-
tion, CD42b antigen expression, MPV, and platelet count are 
comparable in groups M and C. It is commonly acknowledged 
that pH, HSR, CD42b antigen expression, MPV, and platelet 
count in the in vitro studies correlate with platelet survival 
time in the recipient’s circulatory system. We can therefore 
assume that the therapeutic value of PRT-treated PCs is com-
parable to that of untreated conventional PCs, even though 
the values for glucose consumption and the CD62P antigen 
expression in group M are slightly higher on storage day 5, 
and for BTG the increase is statistically significant.

However, the most desired clinical outcome is the achieve-
ment of hemostasis; therefore, further in vivo studies are 
required to confirm the correlation between the in vitro 
and in vivo results.
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Abstract
Background. Oncoplastic breast surgery originated in order to improve the esthetic result of breast-conserv-
ing surgery (BCS). Autologous free dermal fat graft (FDFG) is an emerging oncoplastic technique to improve 
the cosmetic outcome of breast-conserving surgery.

Objectives. The aim of this study was to analyze our experience with FDFGs in breast reconstruction 
after breast-conserving surgery. Oncological outcomes, surgical complications and cosmetic results were 
considered.

Material and methods. This retrospective chart review study considered all consecutive oncoplastic breast 
treatment by means of FDFG reconstruction during the period between September 2011 and September 2012 
in our Clinic of Surgery (University of Udine, Italy). The data collected included patient and tumor characteristics 
and outcomes (cosmetic and oncological).

Results. During the study period, 37 women were treated by breast cancer surgery and immediate breast 
reconstruction by FDFG. At a 3-year follow-up, we found no cases of recurrence among breast cancer patients 
treated by FDFG; at a 18-month follow-up, we found a prevalence of 75.0% of women extremely satisfied 
with their oncoplastic surgery and a high prevalence of excellent or good cosmetic outcomes (70.3%)  
according to objective and subjective cosmetic assessment.

Conclusions. Immediate breast reconstruction by FDFG after BCS in a population selected for a low risk 
of breast cancer recurrence seems to be an oncologically safe option, with a good cosmetic outcome and  
a high prevalence of women satisfied with the treatment.

Key words: breast cancer, disease-free survival, free dermal fat graft, oncoplastic surgery, breast-conserving 
surgery
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Introduction

During the past 2 decades, breast cancer surgery under-
went an important evolution through the introduction of  
a new concept of oncoplastic breast surgery, which inte-
grates the principles of oncological demolition and plas-
tic reconstruction.1,2 Oncoplastic breast surgery initially 
originated in order to improve the esthetic result of breast-
conserving surgery (BCS), the indications of which have 
grown significantly in recent years, ranging from small, 
wide excisions limited to 10–15% of the breast to partial 
mastectomies.1 In particular, the dissatisfaction rate after 
BCS has been reported to be actually 30–40%.3

Oncoplastic breast surgery techniques have been clas-
sified into 2 main categories: one consists of the residual 
breast tissue mobilization, and the other requires distant 
tissue transplantation within the residual breast.4 The first 
category includes all glandular and dermo-glandular flaps 
described in recent years as well as techniques based on re-
section patterns typical of reducing mastoplasty.4 On the 
other hand, the latter category consists of the myocutane-
ous flaps of the latissimus dorsi in its all possible variants, 
the perforant adipo-fascial flaps of the chest wall and the 
free flaps of the abdominal region.4,5

The optimal choice regarding the best oncoplastic solu-
tion depends on the proportion between the resected tissue 
volume and the whole breast volume as well as on the breast 
lesion site. Tissue mobilization techniques are generally 
preferred, because they are easier and quicker to carry out, 
and, furthermore, do not increase morbidity in different 
donation sites. However, there are some peremptory in-
dications for tissue transplantation techniques, i.e., when 
the remaining tissue after breast demolition is insufficient 
for reconstructing a breast of adequate shape and volume. 
Unfortunately, choices related to the reconstruction may 
also be affected by the surgeon’s experience, as the learning 
curve for the flap surgery – and especially microsurgery 
– often proves to be particularly long; thus, sometimes 
BCS is turned into mastectomy in order to simplify the 
surgical procedure.

Among various tissue transplantation techniques, a very 
important role is played by the free dermal fat graft (FDFG), 
which is a simple, traditional technique for breast recon-
struction. In 2007, Kijima et al. described their experience 
with this procedure especially for the reconstruction of up-
per-inner quadrantectomies and in the case of patients 
who did not qualify for postoperative radiotherapy.5,6

Our study aims to analyze our experience with FDFG 
in breast reconstruction after BCS. In particular, we as-
sessed the surgical outcomes in terms of morbidity and es-
thetic results, along with the oncological outcomes in terms 
of overall survival and disease-free survival.

Material and methods

We collected retrospective data on all patients who un-
derwent reconstructive procedures after BCS for invasive 
breast cancer between September 2011 and September 
2012 in our Clinic of Surgery (University of Udine, Italy). 
This study follows the dictates of the general authoriza-
tion law on processing personal data for scientific re-
search purposes on behalf of the Italian Data Protection 
Authority.

All patients underwent preoperative mammography, 
breast ultrasound and breast magnetic resonance imag-
ing (MRI) when not contraindicated (e.g., obese women, 
patients with important comorbidities or those with metal-
lic implants) in order to better define the cancer size and 
to exclude its eventual multifocality or multicentricity.7

About 10 days before surgery, all women were visited 
by both the breast surgeon and the plastic surgeon in or-
der to plan the incision site and extension as well as the 
breast site and excision volume, and to discuss the best 
reconstructive option. All patients gave their informed 
consent to both demolitive and reconstructive operations.

Indications of FDFG include all breast tissue defects 
following breast oncological surgery that are located 
in an area where the graft can rest on the pectoral muscle, 
and in which the simple dermal and parenchymal remodel-
ing (local tissue mobilization techniques) alone does not 
yield a satisfactory esthetic result.

The day before surgery, patients with non-palpable le-
sions underwent the imaging-guided placement of a wire 
hook together with a radiotracer injection for the sentinel 
lymph node biopsy as previously described, and were in-
structed to guide the breast surgeon’s excision.8 The site 
of graft sampling was chosen together with the patient 
based on the potential presence of scars (e.g., cesarean 
section scar) and the clothing preferences.

All patients underwent general anesthesia and the sen-
tinel lymph node biopsy was performed before breast sur-
gery in order to have the lymph node intraoperatively ana-
lyzed.8 The incision site for the sentinel lymph node biopsy 
coincided with the site for breast resection only in the case 
of upper-outer quadrant lesions. Breast-conserving sur-
gery consisted of the excision of the lesion with adequate 
margins, including both the skin over the breast lesion and 
the muscle fascia under it. The specimen was measured 
and weighed in order to be intraoperatively analyzed later 
(in order to control the margin negativity). Additionally, 
in each case, a cavity shave margin excision of about 1 cm 
was carried out.

Based on the specimen size and weight, the FDFG site 
was drawn on the inferior abdominal wall (Fig. 1). Unlike 
the traditional Kijiama technique – in which the surgeon 
excises abundant sovrapubic tissue to then design it on the 
breast defect site, consequently wasting some tissue – we 
excised a tissue lozenge with a major and a minor diameter 
and cut it  into 2 parts to duplicate its minor diameter. 
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In accordance with Kijiama, we observed that the graft 
size is well maintained even after the passage of time; thus, 
it is not required to over-size it.

Sovrapubic tissue was then transferred to any breast 
defects on an adequate receiving bed, that is to say, on the 
pectoralis muscle. In particular, the sovrapubic area was 
initially shaved and then accurately conserved by means 
of derma vascularization, which is very important for its 
consequent engraftment. After that, the graft was excised 
by means of a cold scalpel with a maximum thickness 

of 2.5 cm, cut and sutured as previously described, then 
weighed, and finally transferred to the receiving breast 
area. The graft dermal side was sutured to the pectoralis 
muscle surface using separate stitches of Vycril 3/0 (Ethi-
con, Somerville, USA)  (Fig. 1).

Before the closure of the wound, drainage was placed 
in the site of the FDFG, which was maintained in aspiration 
modality for about 24–48 h. Medication of the donor and 
the receiving areas was performed with a mild compression 
and plate dressing, respectively.

Fig. 1. Surgical procedure

After measuring the size of breast tissue to be replaced after breast cancer excision (A), the plastic surgeon draws the abdominal area of the FDFG site (B), 
from where he takes the dermo-hypodermic graft (C). Thereafter, the abdominal wall graft is placed and sutured into the breast tissue target area (D–F).
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All patients underwent postoperative external breast 
radiotherapy, and even adjuvant chemotherapy or hor-
monal therapy were administered when required. Patient 
follow-up included a yearly oncological examination in or-
der to exclude possible local or distant recurrences, to-
gether with a semi-annual check-up until 18 months after 
surgery for the evaluation of the esthetic results, as some 
authors described this time interval as the best time to as-
sess definite esthetic outcomes, also including any possible 
late effects of radiotherapy.9

In particular, cosmetic assessment was performed us-
ing a score introduced by Sawai et al. and accepted by the 
Japanese Breast Cancer Society, calculated by summing 
up the following parameters: breast size (2 – no visual dif-
ference, 1 – a slight difference, 0 – a significant difference); 
breast shape (2 – no visual difference, 1 – a slight differ-
ence, 0 – a significant difference); scars (2 – unapparent, 
1 – apparent, 0 – significantly apparent); breast softness 
(2 – equivalent and soft, 1 – slightly firm or partially firm, 
0 – quite firm); size and shape of the nipple-areola com-
plex (1 – no difference, 0 – some difference); color of the 
nipple-areola complex (1 – no difference, 0 – some differ-
ence); level of the nipple – the difference in the distance 
from the suprasternal notch between the bilateral nipples 
(1 – <2 cm, 0 – >2 cm); and the lowest point of the breast 
– the difference between the bilateral breasts (1 – a differ-
ence of <2 cm, 0 – a difference of >2 cm).5,10 Total scores 
of 12 were considered to be excellent, 9–11 were considered 
good, 5–8 fair, and 0–4 poor. Furthermore, the patients 
were also asked to give their satisfaction rate according 
to a 4-point scale (excellent, good, fair, or poor).

The data collected included the following patients char-
acteristics: age and body mass index (BMI) at the time 
of diagnosis, family history of breast cancer, menopause, 
and the use of hormonal oral contraceptives.8,11,12 Among 
tumor characteristics, we considered the following: histo-
logical type, tumor-nodes-metastasis (TNM) classification 
and stage, possible extra-axillary lymph node involvement 
(internal mammary chain and subclavear), nuclear grading, 
Mib-1/Ki-67 proliferation index, estrogen and progester-
one receptor expression, Her2/neu status, and molecular 
subtypes.8,11,12 We also took into consideration other mi-
croscopic and histological characteristics which are pres-
ent in more recent classifications put forward by Arnone 
et al., and which include the following: multifocality/mul-
ticentricity, extensive intraductal component, perivascular 
invasion, peritumoral inflammation, lymph node extra-
capsular invasion, and the bunching of the lymph nodes 
together.8,11–13 Regarding surgery, we took into account op-
erative and hospitalization time as well as potential surgical 
morbidity (defined as surgical site complications happening 
within 30 days after surgery).

The data was analyzed by R (v. 3.1.2), with p < 0.05 con-
sidered significant. The data is presented as proportions 
(and absolute values), mean (±SD; standard deviation), me-
dian (and interquartile range), or percentage of disease-free 

survival with the relative 95% confidence interval (CI), 
where appropriate. Furthermore, survival analysis was 
performed in order to compare the patients treated with 
FDFG to our general breast cancer population treated dur-
ing the same period.

Results

During the study period, 230  women were treated 
by  means of  breast cancer surgery and 125 by  BCS. 
In 37 women, an immediate oncoplastic breast reconstruc-
tion by FDFG was carried out.

The mean age of women treated by FDFG was 39.84 
years (±10.25) and the mean BMI was 25.85 kg/m2 (±5.80) 
(Table 1). The mean follow-up was 33.76 months (±4.43). 
In 11 women (29.7%), co-morbidities (3 with hyperthyroid-
ism, 6 with hypertension and 3 with hypercholesterolemia) 
were present. In total, 13.5% of these women presented 
a family history of cancer.

The majority of the treated cancers were ductal invasive 
cancers, luminal A subtype with a low TNM stage that 
was mainly 0 or I (Tables 2, 3). The mean weight of the 
excised breast tissue was 49.49 g (±30.13) and the mean 
surgical time was 38.92 min (±5.02) (Table 4). Complica-
tions developed in 6 cases (16.2%): 1 case of FDFG necrosis 
after intraoperative radiotherapy requiring reinterven-
tion, 1 hematoma requiring reintervention, 3 seromas, 
and 1 wound separation managed by outpatient facilities. 

Table 1. Description of the population

Age [years] 39.84 (±10.25)

BMI [kg/m²] 25.85 (±5.8)

Follow-up [months] 17.76 (±4.43)

Comorbidities 29.7% (11/37)

Tobacco smoke 24.3% (9/37)

Family history of cancer 13.5% (5/37)

Previous use of estrogens 2.7% (1/37)

Post-menopausal status 56.8% (21/37)

1st breast surgical intervention
BCS
NSM

94.6% (35/37)
5.4% (2/37)

2nd breast surgical intervention
nothing
margin widening
SSM

82.9% (29/35)
14.3% (5/35)
2.9% (1/35)

Definitive axilla surgery
SLNB
CALND

89.2% (33/37)
10.8% (4/37)

Non-surgical treatments
neoadjuvant chemotherapy
adjuvant radiotherapy
adjuvant chemotherapy
adjuvant hormonal therapy

0% (0/37)
86.5% (32/37)
35.1% (13/37)
75.7% (28/37)

BMI – body mass index; BCS – breast-conserving surgery; NSM – nipple 
sparing mastectomy; SSM – skin sparing mastectomy; SLNB – sentinel 
lymph node biopsy; CALDN – complete axilla lymph node dissection.
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Margin involvement was found in 1 case (2.7%) after defini-
tive histological examination – it required another surgery 
for margin widening. In 1 case, a skin sparing mastec-
tomy was required because of multicentricity/multifocality 
found after definitive histological examination.

In the study group, 75% (27/36) of women declared an ex-
cellent esthetic result at a 18-month follow-up, the other 
25.0% (9/36) declared a good or fair esthetic result, and 
none declared a poor result. Furthermore, in Table 5 we 
show the cosmetic assessment according to the Sawai score 
at a 18-month follow-up; the majority of cases presented 
an excellent or good total score (Table 5, Fig. 2).

During the follow-up, among the 37 cases treated by means 
of FDFG, we found no cases of local or distant recurrence. 
During the same period, in the cases treated by BCS, we reg-
istered a disease-free survival at a 3-year follow-up of 95.1% 

(95% CI 90.9–99.6%) (p – nonsignificant). No case of a cancer-
related death in either group was observed.

Discussion

At a 3-year follow-up, we found high disease-free sur-
vival among breast cancer patients treated with FDFG, 
and at a 18-month follow-up, we found a high prevalence 
of women extremely satisfied by oncoplastic surgery and 
an excellent level of a cosmetic outcome.

Although oncological safety regarding breast surgery 
surely constitutes the most important aim while treat-
ing breast cancer, great attention is always given to the 
esthetic result, and oncoplastic breast surgery represents 
the most important progress achieved in the last 2 decades. 

Table 2. Tumor characteristics

Histological type
ductal invasive carcinoma
lobular invasive carcinoma
ductal and lobular invasive carcinoma
other invasive carcinoma
ductal in situ carcinoma

67.6% (25/37)
5.4% (2/37)
8.1% (3/37)
8.1% (3/37)

10.8% (4/37)

Tumor characteristics
Mib-1 > 20%
comedo-like necrosis
multifocality/multicentricity
EIC
PVI

29% (9/31)
13.5% (5/37)
8.1% (3/37)

16.2% (6/37)
18.9% (7/37)

Molecular subtype
luminal A
luminal B
basal-like
luminal Her
Her enriched

59.4% (22/37)
27% (10/37)
8.1% (3/37)
2.7% (1/37)
2.7% (1/37)

Lymph node characteristics
non axilla locoregional lymph node  
    metastasis
ITC
micrometastasis
extracapsular lymph node invasion
axilla lymph node bunching

0% (0/37)
2.7% (1/37)
0% (0/37)

2.7% (1/37)
0% (0/37)

Table 3. TNM staging

Tumor size
Tis
T1
T2

10.8% (4/37)
83.8% (31/37)

5.4% (2/37)

Nodal status
N0
N1
N2

89.2% (33/37)
8.1% (3/37)
2.7% (1/37)

TNM stage
stage 0
stage I
stage II

10.8% (4/37)
75.7% (28/37)
13.5% (5/37)

Tumor grading
G 1
G 2
G 3

22.9% (8/35)
42.9% (15/35)
34.3% (12/35)

Table 4. Characteristics of reconstructive surgery

Weight of excised breast tissue [g] 49.49 (±30.33)

Surgical time [min] 38.92 (±5.02)

Hospitalization time [days] 3.27 (±0.61)

Complications 16.2% (6/37)

Margin involvement 2.7% (1/37)

Table 5. Objective and subjective assessment (Sawai’s cosmetic 
assessment, Japanese Breast Cancer Society) 

Size of the breast
no visual difference (2)
a slight difference (1)
a significant difference (0)

67.6% (25/37)
24.3% (9/37)
8.1% (3/37)

Shape of the breast
no visual difference (2)
a slight difference (1)
a significant difference (0)

70.3% (26/37)
16.2% (6/37)
13.5% (5/37)

Scar
unapparent (2)
apparent (1)
significantly apparent (0)

70.3% (26/37)
21.6% (8/37)
8.1% (3/37)

Softness of the breast
equivalent and soft (2)
slightly firm or partially firm (1)
quite firm (0)

32.4% (12/37)
56.8% (21/37)
10.8% (4/37)

Size and shape of nipple-areola
no difference (1)
some difference (0)

81.1% (30/37)
18.9% (7/37)

Color of the nipple-areola
no difference (1)
some difference (0)

86.5% (32/37)
13.5% (5/37)

Level of the nipple
a difference of <2 cm (1)
a difference of >2 cm (0)

89.2% (33/37)
10.8% (4/37)

Level of the lowest point of the breast
a difference of <2 cm (1)
a difference of >2 cm (0)

91.9% (34/37)
8.1% (3/37)

Total score (assessment)
excellent (12)
good (9–11)
fair (5–8)
poor (0–4)

9.49 (±1.92)
5.4% (2/37)

64.9% (24/37)
29.7% (11/37)

0% (0/37)

EIC – extended intraductal component; PVI – peritumoral vascular 
invasion; ITC – isolated tumor cells.



F. de Biasio, et al. Free dermal fat graft in breast surgery778

Fig. 2. Cosmetic assessment at a 18-month follow-up

Two cases are shown in the panels. A and C are pre-surgery case 1; B and D are post-surgery case 1 (surgery site in the left breast upper external quadrant). 
E and G are pre-surgery case 2; F and H are post-surgery case 2 (surgery site in the right breast upper external quadrant).
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In fact, Clough et al. demonstrated that the introduction 
of oncoplastic surgical techniques allowed the excision 
of a 4 times greater tissue volume than in the case of tra-
ditional quadrantectomy.14 A meta-analysis of Haloua et al. 
revealed that oncoplastic surgical techniques significantly 
reduced margin positivity rates of BCS from about 20–40% 
in the case of traditional quadratectomy to 3–16% in on-
coplastic surgery, and significantly increased esthetic sat-
isfaction rates up to 84–89%.4

Despite the great results of oncoplastic surgery described 
in the recent literature, in our experience some difficulties 
occurred which must be considered, such as an unfavor-
able proportion of breast volume to excised tissue volume. 
In particular, demolition involving less than 20% of the 
breast generally allows for adequate reconstruction inde-
pendently of breast size; in fact, medium- and large-sized 
breasts may be submitted so as to reduce mastoplasty with 
good esthetic results, especially for women who desire 
a reduction in their breast size. On the other hand, demo-
lition involving more than 20% of the breast in the cases 
of small-sized breasts may compromise the esthetic result 
of BCS and lead the surgeon to choose a mastectomy, also 
due to the long surgical time and the significant morbid-
ity of traditional flap surgery; these women represent the 
group of patients who would have greater benefits thanks 
to the introduction of FDFG.

Thanks to the preoperative breast MRI study and the in-
traoperative resection margin evaluation, the 5-year recur-
rence rate after BCS in our population was 0% at a 3-year 
follow-up, and 75% of the women declared an excellent 
esthetic result. Of the remaining 25%, the majority were 
women with an unfavorable proportion between breast 
volume and excised tissue volume.

An intraoperative margin evaluation, as well as a sub-
sequent systematic cavity shave margin excision, aim 
to further reduce the margin positivity rate, especially 
since some authors observed evident difficulty in mar-
gin widening after oncoplastic surgery with a consequent 
increased rate of secondary mastectomies.4 Free dermal 
fat graft allows breast surgeons to excise as much tissue 
as it is required in a more tranquil manner so as to reach 
oncological radicality. Furthermore, a graft size which 
may influence its engraftment is not so much a question 
of length but of thickness, so in the case of large breast de-
fects, a larger sovrapubic tissue excision is required. In any 
case, if margin widening is required, it is always possible 
to perform the 2nd intervention followed by traditional 
tissue mobilization techniques.

Free dermal fat graft proves to allow very simple and 
quick execution, and does not require particular skills, so 
the majority of breast surgeons can perform it.

In the current literature, FDFG has an early and late mor-
bidity of 20% and 10%, respectively. In our specific cases, 
we registered a complication prevalence of 16.2% – mainly 
minor ones, treated in outpatient facilities. Furthermore, 
only a single case of graft loss was reported in a woman 

who underwent intraoperative radiotherapy, which was 
consequently considered to be an absolute contraindication.

The main limitation of the present study is the short 
oncological follow-up; however, the use of this kind of pro-
cedure is limited and only minor studies with short follow-
up periods have been published.5,15 In fact, most of the 
recurrences in breast cancer occur between the 3rd and 
the 6th year of follow-up.16 However, recent studies ana-
lyzing the oncological outcome of autologous fat grafting 
have declared this procedure to be safe even with a shorter 
mean follow-up than ours (<21 months of follow-up vs 
34 months).15,17 It must be stressed that in all aspects con-
sidered in the current literature, so far nothing has demon-
strated the worsening of oncological outcomes as a result 
of using these techniques.5,15,17–19 Finally, there is a cos-
metic improvement achieved by using these techniques 
in oncoplastic surgery, as they allow the reconstruction 
of defects in areas difficult to repair, such as upper inner 
quadrants, or in small and medium-sized breasts.

To summarize, FDFG oncoplastic surgery, in a population 
of breast cancer patients selected for low oncological risk, 
seems to be oncologically safe, with a good cosmetic out-
come and a high level of satisfaction of the women treated.
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Abstract
Background. Cognitive assessment is central to the diagnosis of cognitive impairment and dementia, 
and it should be performed in all patients in the early stages of the disease. Recently, the 3rd version of  
Addenbrooke’s Cognitive Examination (ACE-III) has been developed in order to improve the previous versions.

Objectives. The aim of this study was to determine the psychometric properties of the Portuguese version 
of ACE-III, namely: reliability and discriminative validity (sensitivity and specificity) in the identification 
of mild cognitive impairment (MCI) and dementia, in comparison to other neuropsychological screening tests,  
as well as to establish its concurrent and divergent validity.

Material and methods. The study encompassed a sample of 90 participants distributed into 3 groups: 
Control (n = 30), MCI (n = 30) and Dementia (n = 30). In addition to ACE-III, Clinical Dementia Rating (CDR) 
and Montreal Cognitive Assessment (MoCA) were also used.

Results. The reliability of ACE-III was very good (α = 0.914). ACE-III significantly differentiated the 3 groups. 
The receiver operating characteristic (ROC) curves significantly favored ACE-III in comparison to another 
screening test – MoCA. ACE-III presented higher levels of sensitivity and specificity. Its total score cor-
related positively with the results on MoCA (ρ = 0.912; p < 0.001) and negatively with a depression scale 
(ρ = –0.505; p < 0.001).

Conclusions. The Portuguese version of ACE-III has very good reliability and high diagnostic capacity in the 
context of MCI and dementia. ACE-III also holds concurrent and divergent validity.

Key words: Alzheimer’s disease, screening test, neuropsychological assessment
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Introduction

Dementia and cognitive impairment constitute a seri-
ous worldwide problem. Dementia is in the top 10 of the 
leading causes of the burden of disease in high-income 
countries.1

The prevalence of dementia in Western Europe in people 
over 60 years of age is estimated at 7.3% and increases ex-
ponentially with age, doubling every 6.3 years.2

Cognitive assessment is central to the diagnoses of cog-
nitive impairment and dementia, and should be performed 
in all patients in the early stages of the disease.3 Further-
more, patients with mild cognitive impairment (MCI) 
should be recognized due to an increased risk of subse-
quent dementia.4

Therefore, the use of screening tests with high diagnostic 
utility, simplicity and celerity, and with normative data for 
the target population, is important in a time-constrained 
environment.5,6

Recently, the 3rd version of Addenbrooke’s Cognitive Ex-
amination (ACE-III) has been developed in order to im-
prove certain weaknesses in some domains, such as repeti-
tion, comprehension and visuospatial items.7 With a mean 
administration time of 15 min, ACE-III meets the require-
ments of a screening test, evaluating different cognitive 
dimensions and enabling an overall picture of a subject’s 
neurocognitive functioning.

The 3rd version of Addenbrooke’s Cognitive Examina-
tion is scored out of 100 and assesses 5 cognitive domains: 
attention (max score = 18 points), assessed through ori-
entation, immediate verbal evocation of words and serial 
subtraction tasks; nemory (max score = 26 points), evalu-
ated by verbal delayed recall (free recall and recognition), 
verbal learning and semantic memory tasks; verbal fluency 
(max score = 14 points), including phonetic and semantic 
fluency tasks; language (max score = 26 points), assessed 
through comprehension, repetition, naming, reading, and 
writing tasks; visuospatial (max score = 16 points), includ-
ing visuoconstructive tasks (e.g., copying a cube and draw-
ing a clock) and spatial perceptive tasks (counting dots and 
identifying incomplete letters).7

To date, several ACE-III validation and normative stud-
ies have been published and translated into several lan-
guages, including Portuguese.7–10 However, there is a need 
to further determine the validity of the test in different 
clinical populations and to compare it with other tests.7,10,11

This study aims to determine the psychometric proper-
ties of the Portuguese version of ACE-III, namely: reliabil-
ity and discriminant validity (sensitivity and specificity) 
in the identification of MCI and dementia, in comparison 
to other neuropsychological screening tests, as well as 
to establish its concurrent and divergent validity.

Material and methods

Participants

The study included a sample of 90 participants distribut-
ed into 3 groups: the Control group, made up of 30 subjects 
ranging between 61 and 81 years of age from the ACE-III 
Portuguese normative study, without any subjective com-
plaint of memory loss and completely independent in ev-
eryday activities; the MCI group, composed of 30 subjects 
ranging between 47 and 79 years of age and fulfilling Pe-
tersen’s criteria for MCI; and the Dementia group, made up 
of 30 subjects ranging between 59 and 87 years of age, with 
dementia according to National Institute of Neurological 
and Communicative Disorders and Stroke (NINCDS) and 
the Alzheimer's Disease and Related Disorders Association 
(ADRDA) criteria (Table 1).10,12,13 Individuals with a prior 
history of neuropsychiatric or systemic pathologies, liable 
to directly interfere with neurocognitive functioning, and 
those who are illiterate, were excluded.

Groups did not differ according to  age (p  =  0.673), 
schooling (p = 0.593) or gender (p = 0.679). The partici-
pants included in the MCI and Dementia groups were re-
cruited from the neurology outpatient clinics of 3 different 
Portuguese hospitals. Clinical diagnoses were established 
by those services and complemented with the results of the 
Clinical Dementia Rating (CDR) to determine the severity 
of MCI and dementia.

Neuropsychological assessment

In addition to ACE-III, the following instruments were 
used: CDR, Montreal Cognitive Assessment (MoCA) and 
Geriatric Depression Scale (GDS).14–16 The MoCA test 
was selected to determine convergent validity of ACE-III  
due to its high specificity and sensitivity in detecting MCI 

Table 1. Sociodemographic and clinical characteristics of the sample

Variables Control
(n = 30)

MCI
(n = 30)

Dementia
(n = 30)

Age in years (M ±SD) 68.6 ±6.2 67.2 ±9.3 69.2 ±10.3

Years of education (M ±SD) 5.6 ±3 5.5 ±2.3 5.42 ±3.3

Gender (n)
 male
 female

11
19

13
17

12
18

CDR (M ±SD) 0 ±0 0.5 ±0.25 1.25 ±0.75

Diagnosis (n)
multiple domain
amnestic
non-amnestic
Alzheimer’s disease
vascular dementia
frontotemporal dementia  
    (behavioral variant)
mixed etiology

 

16
9
5

16
9

3
2

MCI – mild cognitive impairment; CDR – clinical dementia rating;  
M – mean; SD – standard deviation.
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and dementia.14 Geriatric Depression Scale was applied 
in order to establish divergent validity of ACE-III.

The scoring criteria of ACE-III followed the norms of the 
English version of the test.17

Procedures

This study was approved by  the ethical committees 
of  the Alto Minho Hospital Center (Viana do Castelo, 
Portugal), the Alto Ave Hospital Center (Guimarães, Por-
tugal) and the Trás-os-Montes and Alto Duoro Hospital 
Center (Vila Real, Portugal). All participants gave their 
informed consent.

The assessment occurred in a single session in a private 
room. The CDR and GDS tests were administered first, 
followed by ACE-III and MoCA. The order of the 2 neuro-
cognitive tests alternated for all the participants in order 
to control for fatigue.

Statistical analysis

Statistical analysis was carried out using the program 
IMB Statistics v. 22 for Windows (IBM, Armonk, USA).

Reliability was determined by Cronbach’s alpha. The com-
parison of the groups’ performance from the tests was made 
through univariate analysis of variance (ANOVA) with sub-
sequent comparisons by the Scheffe’s test. The sensitivity 
and specificity of ACE-III in the distinction of the 3 groups 

were determined by the receiver operating characteristic 
(ROC) curves. Pearson’s correlations were used to establish 
concurrent and divergent validity of ACE-III.

Results with p ≤ 0.05 were considered significant.

Results

The value of Cronbach’s alpha for the ACE-III total score 
is considered very good (α = 0.914).

Table 2 shows the results obtained and the comparisons 
between the groups from the neuropsychological tests. 
The ANOVA was significant for each test and for the sub-
scales of ACE-III. The Control and MCI groups’ results 
were significantly different on most of the tests, except the 
Attention and Visuospatial subtests. The MCI and Demen-
tia groups did not differ regarding the level of depression.

Table 3 presents the characteristics of the ROC curves gen-
erated by the ACE-III and MoCA scores (Fig. 1–3). All the 
generated curves are significant for both tests, but the area 
under the curve for the 3 clinical settings favors ACE-III.  
Cut-off scores and corresponding values of sensitivity and 
specificity were extracted (Table 4). A cut-off score of 82 
on ACE-III differentiates the Control and MCI groups with 
a sensitivity of 87.5% and a specificity of 57.14%. A cut-off score 
of 66 on ACE-III differentiates the MCI and Dementia par-
ticipants with a sensitivity of 89.9% and a specificity of 71.43%. 
A cut-off score of 74 on ACE-III discriminates the Control 

Table 2. Differences between the groups on the GDS, the MoCA and ACE-III

Neuropsychological 
tests

Control
(n = 30)

MCI
(n = 30)

Dementia
(n = 30) F p-value Control vs MCI

p-value
MCI vs Dementia

p-value

GDS (M ±SD)     7.66 ±4.18 13.9 ±5.32 17.5 ±6.67 21.2 <0.001 <0.001 0.076

MoCA (M ±SD) 26.25 ±2.5 21.55 ±4.93 13.07 ±5.77 46.6 <0.001 <0.001 <0.001

ACE-III (total) (M ±SD) 89.41 ±5.9 78.79 ±11.23 58.36 ±18.52 37.3 <0.001 0.002 <0.001

Attention (M ±SD) 16.9 ±1.67 15.34 ±2.62 11.36 ±4.12 21.6 <0.001 0.076 <0.001

Memory (M ±SD) 24 ±2.59 20.07 ±4.36 12.86 ±6.97 31.9 <0.001 0.001 <0.001

Fluency (M ±SD) 9.53 ±1.61 7.41 ±2.48 5.43 ±2.43 20.2 <0.001 0.001 0.018

Language (M ±SD) 25.06 ±1.37 22.82 ±3.16 18.5 ±5.26 21.7 <0.001 0.025 <0.001

Visuospatial (M ±SD) 13.91 ±1.94 12.41 ±3 10.21 ±3.64 8.88 <0.001 0.115 0.05

MDI – mild cognitive impairment; GDS – Geriatric Depression Scale; MoCA – Montreal Cognitive Assessment; ACE-III – Addenbrooke’s Cognitive 
Examination III.

Table 3. Characteristics of the ROC curves generated by ACE-III and MoCA

Groups Neuropsychological tests Area under  
the curve Standard error p-value

Confidence interval

upper bound lower bound

Control vs MCI
ACE-III 0.816 0.054 <0.001 0.711 1

MoCA 0.776 0.052 <0.001 0.673 0.878

MCI vs Dementia
ACE-III 0.901 0.052 <0.001 0.798 1

MoCA 0.815 0.064 <0.001 0.688 0.941

Control vs Dementia
ACE-III 0.973 0.0234 <0.001 0.927 1

MoCA 0.953 0.024 <0.001 0.905 1

ROC – receiver operating characteristic; ACE-III – Addenbrooke’s Cognitive Examination III; MoCA – Montreal Cognitive Assessment; MCI – mild cognitive 
impairment.
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and Dementia group patients with a sensitivity of 100% and 
a specificity of 78.57%. Therefore, ACE-III holds sensitivity 
and specificity values higher than MoCA in all the domains.

The ACE-III total score correlated positively with the 
results on MoCA (ρ = 0.912; p < 0.001) and negatively with 
the GDS scores (ρ = –0.505; p < 0.001).

Discussion
The present study shows that the Portuguese version 

of ACE-III has very good reliability and high diagnos-
tic capacity in the context of MCI and dementia, even 
when compared with another widely used screening 

Fig. 1. ROC for the discrimination between the Control and MCI groups on 
ACE-III and MoCA

ROC – receiver operating characteristic; MCI – mild cognitive impairment; 
ACE-III – Addenbrooke’s Cognitive Examination III; MoCA – Montreal 
Cognitive Assessment. 

Fig. 2. ROC for the discrimination between the MCI and Dementia groups 
on ACE-III and MoCA

ROC – receiver operating characteristic; MCI – mild cognitive impairment; 
ACE-III – Addenbrooke’s Cognitive Examination III; MoCA – Montreal 
Cognitive Assessment. 

Table 4. Sensitivity and specificity of ACE-III and MoCA between the groups and for different cut-off scores

Groups 
ACE-III MoCA

cut-off sensitivity  [%] specificity  [%] cut-off sensitivity  [%] specificity  [%]

Control vs MCI

78 96.88 36 19 97 17.90

80 96.88 42.86 20 91 32.10

81 90.63 50.00 21 86 39.30

82 87.50 57.14 22 84 53.60

83 84.38 60.71 23 82 53.60

84 81.25 67.86 24 75 53.60

MCI vs Dementia

62 96.43 64 12 97 42.9

63 92.86 64.29 13 96.4 42.9

65 89.29 64.29 14 90.4 52.4

66 89.29 71.43 15 82.9 61.9

68 85.71 71.43 16 80.3 66.7

69 85.71 78.57 17 78.3 76.2

Control vs Dementia

57 100 50 16 100 33

63 100 64.29 17 100 43

66 100 71.43 18 100 52

74 100 78.57 19 100 62

81 93.75 78.57 20 98 67

83 93.75 85.71 21 96 81

ACE-III – Addenbrooke’s Cognitive Examination III; MoCA – Montreal Cognitive Assessment; MCI – mild cognitive impairment.
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test. Moreover, ACE-III also holds concurrent and di-
vergent validity.

Reliability determined by Cronbach’s alpha was high and 
very similar to that obtained in a Spanish study of the test 
(α = 0.927), and also slightly higher than in a study with the 
original version (α = 0.88) and in a Portuguese normative 
study (α = 0.732).7,8,10

The ACE-III results were significantly different be-
tween the 3 groups. The MCI group obtained lower re-
sults in comparison to the Control group in the majority 
of the domains, except for the Attention and Visuospatial 
domains. The differentiation of the Memory, Fluency and 
Language domains could be related to the fact that the 
majority of the participants in the MCI group had a multi-
-domain form of MCI. In addition to the registered dif-
ferences between the Control and MCI groups, the gener-
ated ROC curve was significant and with an area under 
the curve greater than the one generated by the MoCA 
test. Unfortunately, there was no possibility to compare 
this remark regarding the Portuguese version of ACE-III 
to other versions, since, to our knowledge, this is the first 
study to analyze the discrimination capacity of ACE-III 
in MCI. However, in comparison to other widely used 
screening tests – like the Mini-Mental State Examination 
(MMSE) with a sensitivity level for MCI of 64.6%, and the 
MoCA test with a sensitivity level of 84.1% – the sensitiv-
ity values obtained for different ACE-III cut-off points are 
encouraging.14,18 Future studies must determine whether 
the specificity values found in our study are due to the 
characteristics of our MCI sample or to the specifications 
of the instrument.

In our study, ACE-III also demonstrated good discrimina-
tion capacity between the MCI and Dementia groups. In direct 

comparison with MoCA, the cut-off scores were associated 
with more balanced levels of sensitivity and specificity.

The discrimination between the Control and Dementia 
groups was very satisfactory, with a significant area under 
the curve and values of sensitivity and specificity close 
to those of other versions of the test. In the original ver-
sion, a cut-off score of 82 revealed a sensitivity of 93% and 
a specificity of 100%.7 The high level of specificity found 
in this study could be due to the inclusion of a subgroup 
of participants with a diagnosis of primary progressive 
aphasia; since the test is highly weighted toward language 
tasks, it could have positively affected discrimination ca-
pacity. A study of the Spanish version of ACE-III deter-
mined levels of sensitivity (83.1%) and specificity (80.4%) 
closer to ours.8 In fact, the Dementia group in that study 
was mainly composed of participants diagnosed with Al-
zheimer’s disease and vascular dementia in the mild stage, 
as in our study. However, the cut-off score in the Spanish 
study was lower (65.5). This may be related to the fact that 
the participants in that study were older, as it is known 
that age is a determinant for performance in ACE-III.8,10 
Once more, discrimination capacity of ACE-III in direct 
comparison to MoCA was slightly higher. One of the desir-
able properties of a cognitive assessment tool is its sensitiv-
ity to the deficits of aging and dementia.19 The inclusion 
of “true positives” and the exclusion of “true negatives” can 
accelerate the diagnostic process through the identification 
of cases for further testing. However, since further assess-
ment requires more time and effort, specificity must be 
also observed. Thus, the suggested ACE-III cut-off scores 
were based on the equilibrium of this ratio (sensitivity/
specificity).

Concurrent validity was also established, which is in line 
with other language versions of ACE-III. The original 
version found high correlations between the domains  
of ACE-III and standard cognitive tests (e.g., the Rey Os-
terrieth Complex Figure Test), and the Spanish version 
established convergence through the Kappa index with 
MMSE.7,8 The negative correlation between ACE-III and 
the measure of depression (GDS) was expected, since the 
inverse relation between depressive mood and cognitive 
functioning is well-established.20

Conclusions

The current study has some limitations. The reduced 
number of participants makes it hard to determine the 
diagnostic utility of ACE-III in the differentiation between 
various types of MCI and dementia. Concurrent valid-
ity could have been determined by using a more compre-
hensive neuropsychological assessment battery; however, 
it would have been very time-consuming, and since the 
standard neuropsychological assessment was so diverse 
in the 3 hospitals, we were unable to present additional 
neuropsychological data common to all the participants.

Fig. 3. ROC for the discrimination between the Control and Dementia 
groups on ACE-III and MoCA

ROC – receiver operating characteristic; ACE-III – Addenbrooke’s Cognitive 
Examination III; MoCA – Montreal Cognitive Assessment.
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Therefore, in conclusion, the Portuguese version of ACE-III  
has proven to be a valid instrument in the context of MCI 
and dementia. In comparison to MoCA, ACE-III shows 
better discrimination capacity. This is especially relevant 
for the prompt identification of patients that need a more 
extensive neuropsychological and neurological assessment.
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Abstract
Background. The clinical course of multiple sclerosis (MS) can vary significantly among patients and 
is affected by exogenous and endogenous factors. Among these, stress and personality type have been 
gaining more attention.

Objectives. The aim of this study was to investigate the parameters of event-related potentials (ERPs) with 
regards to stress perception and personality type, as well as cognitive performance in MS patients.

Material and methods. The study group consisted of 30 MS patients and 26 healthy controls. Audi-
tory ERPs were performed in both groups, including an analysis of P300 and N200 response parameters. 
The Perceived Stress Scale (PSS) was used in the MS group to measure the perception of stress. The D-type 
Scale (DS14) scale was used to determine the features of Type D personality, characterized by social inhibition 
and negative affectivity.

Results. The score on the PSS corresponded with a moderate or high level of stress perception in 63% of MS 
patients, while 23% of patients presented with a Type D personality. P300 latencies were significantly longer 
(p = 0.001), N200 amplitudes were significantly higher (p = 0.004), and N200 latencies were longer in MS 
patients than in the controls. Strong positive correlations were found between N200 and P300 amplitudes, 
as well as between the DS14 and PSS results.

Conclusions. Most MS patients experience moderate to severe stress. ERP abnormalities were found 
in MS patients who did not have overt cognitive impairment and showed correlations with stress levels and 
negative affectivity. Event-related potentials may be useful in assessing the influence of stress and emotions 
on the course of MS.

Key words: multiple sclerosis, event-related potentials, stress perception, personality type
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Introduction

Multiple sclerosis (MS) is a central nervous system in-
flammatory/autoimmune disorder. Multifocal demyelin-
ating lesions are accompanied by axonal loss due to neu-
rodegenerative processes.1 The clinical course of MS can 
vary significantly among patients. This renders it  less 
predictable, especially at the onset of the disease. Among 
other factors, stress and personality type have recently 
been increasingly associated with the individual course 
of MS. A relationship between the course of MS and stress 
has been found. Stress can aggravate MS symptoms, while 
disability and the chronicity of the disease result in stress, 
creating a vicious circle. However, studies in this field are 
inconclusive and the value of the tests used to measure the 
intensity of stress is constantly disputed.2–4

Event-related potentials (ERPs) are an electrophysiologi-
cal method considered to reflect a subject’s cognitive and 
emotional reaction to a mental task. Parameters of ERPs, 
particularly the most commonly analyzed P300 compo-
nent, are mainly used in combination with neuropsycho-
logical tools as a measure of cognitive impairment in the 
course of various central nervous system (CNS) diseases, 
including MS. Those parameters may be affected by stress 
and anxiety.5 Therefore, it seems interesting to analyze 
ERPs in  combination with the patient’s susceptibility 
to stress and the intensity of stress itself. Such analysis 
could prove the usefulness of the method as a biomarker 
in this field.

The aim of our pilot study was to analyze event-related 
potential parameters in MS patients, with regard to the 
perceived stress level and personality features.

Material and methods

The study was carried out on 30 patients with relapsing–
remitting MS (26 women and 4 men; mean age: 34.9 years) 
and 26 healthy controls, matched to the patients with regard 
to age, gender and education level (22 women and 4 men; 
mean age: 34.6 years). The patients enrolled in the study 
were diagnosed with clinically definite MS by an experi-
enced neurologist according to the McDonald criteria.6  
All patients underwent at least 1 magnetic resonance im-
aging (MRI) examination, which revealed dissemination 
of lesions in both space and time. The duration of the dis-
ease varied from 1 to 18 years (mean: 6.2 years; standard 
deviation (SD): 4.3) and the mean Expanded Disability 
Status Scale (EDSS) score was 1.8 (range: 1–3.5; median 
score: 1.5).7 All the patients were in the course of treatment 
with disease-modifying agents, including interferon beta 
and glatiramer acetate. Exclusion criteria included severe 
cognitive impairment (patients unable to follow the test in-
structions), mood disorders (such as depression), progres-
sive forms of MS, concomitance of other neurological or 
systemic disorders that may have influenced the cognitive 

performance and/or ERP results, severely decreased visual 
acuity, and hearing loss.

The study was approved by the Commission of Bioethics 
at the Wroclaw Medical University. All the subjects pro-
vided informed consent prior to their inclusion in the study.

A battery of  tests was performed in  the MS group 
to measure the perception of stress, the presence of Type D  
personality, and the basic level of cognitive performance 
(Symbol Digit Modalities Test – SDMT).8,9

The Perceived Stress Scale (PSS) was developed to mea-
sure the degree to which a recent situation in one’s life 
is perceived as stressful –  the higher the score (range 
0–40), the higher the perception of stress.10 In this study, 
Polish 10-point version of the scale was used.11 In addition, 
sten scores were calculated; they indicated an individual’s 
approximate score with respect to the whole population 
(sten scores of 1–4 corresponded with a low perception 
of stress, sten scores of 5–6 corresponded with moderate 
stress perception and sten scores of 7–10 corresponded 
with a high level of perceived stress).11

The D-type Scale (DS14) is a questionnaire used to deter-
mine the features of the so-called Type D personality, believed 
to be associated with a higher risk of morbidity and a higher 
susceptibility to stress. In order to be classified as Type D, one 
has to score more than 10 out of 14 points in the 2 dimen-
sions of the scale: negative affectivity and social inhibition.12

The Symbol Digit Modalities Test (SDMT) is regarded as 
a reliable screening test for cognitive performance (includ-
ing attention and executive functions) of MS patients.13 
In our study, it was performed in order to exclude patients 
with overt cognitive dysfunction, as well as to compara-
tively analyze the relationships between ERP parameters 
and stress, personality type and cognitive performance.

Event-related potentials were obtained from the MS patients 
and the controls. The multimodal ERPs were recorded in the 
Evoked Potential laboratory of the Department of Neurology 
of the Wroclaw Medical University. ERPs were induced after 
auditory stimulation with tones that differed in frequency  
(1 kHZ and 2 kHz) but had the same duration (200 ms) and in-
tensity (70 dB). These tones were delivered binaurally through 
headphones. The oddball paradigm was used, where the elic-
iting stimuli were randomly presented in between neutral 
stimuli. The target stimuli occurred less frequently and con-
stituted 20% of all stimuli, while the neutral stimuli made up 
80% of each series. The recording Ag/AgCl electrodes were 
placed in the sagittal plane on the head in the frontal (Fz), 
central (Cz), and parietal (Pz) regions according to the 10–20 
system of electrode placement. Two earlobe electrodes were 
used as reference electrodes, and the ground electrode was 
placed on the forearm. Electrode impedance was controlled 
and kept below 5000 Ω. The patient was recumbent with 
his/hers eyes closed. The series consisting of 30 to 40 target 
stimuli was presented to the patient at 2 time-points, and the 
patient was asked to count the stimuli. The response within 
the filter bandpass target (between 0.3 and 70 Hz, for 1000 ms) 
was averaged separately for target stimuli and neutral stimuli. 
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The N200 and P300 components were distinguished and 
their latencies and peak-to-peak amplitudes were determined.

The procedure used to record the ERPs was compli-
ant with the International Federation of Clinical Neuro-
physiology (IFCN) and the standards recommended by the 
American Society of Electroencephalography.14 The same 
ERP protocol was used in the earlier studies on MS patients 
conducted at our site.5

The ERP parameters obtained from MS patients and 
controls were compared, and the relationship between ERP 
and PSS, personality type and the SDMT was analyzed.

Statistical analysis

The statistical analysis was performed using of STATIS-
TICA v. 10 software (StatSoft Inc., Tulsa, USA). The nor-
mality of distribution was verified with the Shapiro-Wilk 
test. If a normal distribution was stated, the groups were 
compared using the parametric Student’s t-test. If the param-
eter value distributions differed significantly from a normal 
distribution, the non-parametric Mann-Whitney U test was 
used to compare the groups. The ANOVA test was used 
to compare more than 2 variables in the non-combined 
groups. Correlation coefficients were calculated and assessed 
using a standard Pearson coefficient. To assess relationships 
between 2 variables, p ≤ 0.05 was considered statistically 
significant and p-value of 0.02–0.05 indicated a p-trend.

Results

Symbol Digit Modalities Test results

A SDMT was performed in all the patients, and a mean 
result of  55.6  ±7.94  points was obtained. None of  the 

patients obtained scores lower than those corresponding 
to normal for the age range. The result of the SDMT did 
not correlate significantly with P300 or N200 latencies and 
amplitudes. A negative correlation (R = –0.41; p < 0.05) 
was found between the SDMT and the negative affectivity 
subscale of the DS14. No other correlations were found 
between the SDMT and the remaining test results.

Perceived Stress Scale and D-type Scale  
personality test results

The perceived level of stress was measured using the 
PSS. The mean score was 16.6 points (range: 5–26 points). 
The level of stress was determined as low in 11 individuals 
(37%), moderate in 6 individuals (20%) and high in 13 indi-
viduals (43%) when expressed in sten scores. A high level 
of stress was observed in 50% of men and 42% of women. 
A moderate level of stress was found in 0% of men and 23% 
of women, and low stress levels were seen in 50% of men 
and 34% of women. A Type D personality was found in  
7 individuals (23% of the total study group), all of whom 
were women.

P300/N200 between groups

The 2 components of the ERP – N200 and P300 – were 
performed in all the subjects. The mean N200 amplitude 
values and P300 latency values registered in all 3 record-
ing sites (Fz, Cz and Pz) were significantly higher in the 
group of MS patients than in the controls. A trend was 
also noted in the group of patients with MS toward lon-
ger latencies of the N200 recorded in the Fz and Pz sites 
(p = 0.17 and p = 0.18, respectively) than in the control 
group (Table 1).

Table 1. The mean value of the latency [ms] and amplitude [uV] of N200 and P300 potentials in patients with MS and in the control group

ERP
Patients with MS (n = 30) Control group (n = 26)

p-value
mean SD mean SD

Latency [ms]

N200 Fz 211.7 21.6 207.0 21.1 0.17

Cz 208.8 20.5 205.3 20.7 0.53

Pz 214.2 26.1 205.8 19.0 0.18

P300 Fz 338.4 23.5 314.5 20.3 0.0002

Cz 336.4 23.9 315.6 22.3 0.001

Pz 338.6 21.4 318.3 23.4 0.001

Amplitude [uV]

N200 Fz 7.0 3.5 4.5 3.9 0.006

Cz 6.7 4.0 3.9 3.6 0.001

Pz 5.9 5.4 2.9 2.3 0.004

P300 Fz 8.9 6.4 8.6 8.0 0.7

Cz 8.7 5.7 8.4 8.0 0.8

Pz 8.4 7.1 8.4 6.9 0.59

ERP – event-related potential; MS – multiple sclerosis; SD – standard deviation; Fz – frontal region; Cz – central region; Pz – parietal region.
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N200 and DS14

The presence of a Type D personality, determined by the 
DS14 test, did not correlate significantly with any latency 
or amplitude values of the N200 component. However, 
a trend toward an inverse correlation between a Type D  
personality and the latency of N200 in the Pz recording site 
was observed (Table 2). Similarly, no statistically signifi-
cant correlations were found between the latencies of the 
N200 at any of the recording sites and the components 
of the DS14 test, i.e., negative affectivity and social inhi-
bition. An inversely proportional correlation was found 
between the N200 latencies recorded at the Cz and Pz 
sites and the 2 constituents of DS14. In the case of the 
N200 latency recorded at the Cz and Pz sites, there was 
an inversely proportional correlation between individual 
components of the DS14 (Table 3). The amplitude of N200 
in the Fz, Cz and Pz sites strongly correlated with nega-
tive affectivity. No such tendency was found in the case 
of social inhibition (Table 4). When comparing patients 
with and without Type D personality, a  trend towards 
longer N200 latencies was found at the Cz and Pz sites 

recorded in the group of patients without Type D features 
(212.5 ±16.5 vs 196.7 ±28.3, p = 0.07 and 219.3 ±23.7 vs 
197.6 ±28.4, p = 0.05, respectively).

P300 and DS14

Type D personality did not correlate with any param-
eter of the P300 wave (Table 5). No correlation was found 
between the latency and amplitude values of P300 and the 
components of the DS14 scale at any of the recording sites 
(Table 3). An inverse correlation was observed between the 
amplitude of P300 at the Cz site and negative affectivity 
(R = –0.28; p = 0.13) (Table 4).

N200/P300 and PSS

A statistically significant directly proportional relation-
ship was found between the amplitudes of the N200 com-
ponent at each recording site and the 10-point PSS and 10-
sten PSS (Table 6). No statistically significant differences 

Table 2. The correlation of Type D personality and parameters of the N200 
wave

Correlation R* p-value

D – type & N200 Cz lat 0.33 0.07

D – type & N200 Pz lat –0.36 0.05

D – type & N200 Fz lat –0.20 0.3

D – type & N200 Cz amp –0.0033 0.99

D – type & N200 Pz amp 0.1137 0.55

D – type & N200 Fz amp 0.0570 0.77

Fz – frontal region; Cz – central region; Pz – parietal region; amp – amplitude.

Table 3. Correlation of negative affectivity and social inhibition estimated 
using the DS14 scale and CERP latencies assessed using the standard 
Pearson coefficient

Correlation R* p-value

NA & N200 Cz lat –0.28 0.13

NA &N200 Pz lat –0.28 0.14

NA &N200 Fz lat –0.15 0.43

NA & P300 Cz lat 0.02 0.91

NA & P300 Pz lat –0.04 0.83

NA & P300 Fz lat –0.04 0.85

SI & N200 Cz lat –0.25 0.19

SI &N200 Pz lat –0.32 0.09

SI &N200 Fz lat –0.1 0.59

SI & P300 Cz lat 0.18 0.35

SI & P300 Pz lat 0.11 0.58

SI & P300 Fz lat 0.19 0.30

NA – negative affectivity; SI – social inhibition; Fz – frontal region;  
Cz – central region; Pz – parietal region; lat – latency.

Table 4. Correlation of negative affectivity and social inhibition estimated 
using the DS14 scale and CERP amplitudes assessed using the standard 
Pearson coefficient

Correlation R* p-value

NA & N200 Fz amp 0.40 0.03

NA & N200 Cz amp 0.46 0.01

NA & N200 Pz amp 0.53 0.001

SI & N200 Fz amp –0.13 0.51

SI & N200 Cz amp –0.08 0.69

SI & N200 Pz amp 0.07 0.72

NA & P300 Fz amp –0.21 0.27

NA & P300 Cz amp –0.28 0.13

NA & P300 Pz amp –0.03 0.87

SI & P300 Fz amp 0.01 0.94

SI & P300 Cz amp –0.23 0.23

SI & P300 Pz amp –0.22 0.25

Fz – frontal region; Cz – central region; Pz – parietal region; NA – negative 
affectivity; SI – social inhibition; amp – amplitude.

Table 5. Correlation of Type D personality and parameters of the P300 wave

Correlation R* p-value

D – type & P300 Cz lat 0.1237 0.52

D – type & P300 Pz lat 0.0920 0.63

D – type & P300 Fz lat 0.0716 0.71

D – type & P300 Cz amp –0.2074 0.27

D – type & P300 Pz amp –0.0981 0.61

D – type & P300 Fz amp –0.1409 0.49

ERP – event-related potential; MS – multiple sclerosis; SD – standard 
deviation; Fz – frontal region; Cz – central region; Pz – parietal region; lat – 
latency; amp – amplitude.
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were found between the latency of N200, the amplitude 
and the latency of P300 and the PSS10 (expressed in points 
or stens). An inversely proportional trend was observed 
between the P300 amplitudes recorded at Cz, 10-sten PSS 
(R = –0.25; p = 0.18) and the latency of the P300 potential 
recorded at Cz and 10-sten PSS (R = –0.24; p = 0.2).

Based on the PSS test results, the patients were divided 
into 3 groups depending on  the intensity of perceived 
stress (Group I: 1–4 stens, Group II: 5–6 stens and Group 

III: 7–10 stens). The ERP parameters were assessed in all 
groups. Patients with high levels of perceived stress had 
significantly larger N200 amplitudes at the Pz recording 
site than those with low levels of perceived stress (8.2 ±4.4 
vs 3.9 ±3.3; p = 0.03). A trend was also found toward high-
er N200 amplitudes at the Cz recording site (p = 0.06). 
The remaining ERP results did not show any statistically 
significant differences with regard to PSS results (Table 7).

Discussion

The present study investigated the level of perceived 
stress and personality type, as well as their correlation 
with electrophysiological parameters, in MS patients.

More than 60% of the MS patients experienced moder-
ate or severe stress. Our data is comparable with the find-
ings of Senders et al. (16.6 points vs 16.55 points), but is 
significantly lower than the results of Artemiadis et al. 
(16.6 points vs 24.9 points) and Pritchard et al. (16.6 points vs 
21.22 points).15–17 Those differences can be attributed to the 
larger sample size in our study and to the characteristics 
of our study group (a relatively low level of disability and 
short duration of illness, or the use of appropriate immuno-
modulatory treatment). Type D personality occurred much 
less commonly in the study group (23%) than in the general 
Polish population (34.8%). It was comparable to healthy pop-
ulations in other European countries (16.6–38.5%).12,18–21 
Our results were similar to those obtained in patients with 
diabetes (20–29%), but lower than those obtained in pa-
tients with cardiovascular disease (31–72.1%) or on dialysis 
(41%).18,22 In the study by Dubayova et al., Type D personal-
ity occurred much more commonly in MS patients (44.5%) 
than in our study.23 However, that study was carried out 
on patients with a higher disability level (mean EDSS: 3.0) 

Table 6. Correlations between the latency and amplitude of N200 and 
PSS10 points and sten scores assessed using the standard Pearson 
coefficient

N200 
amplitude 
vs PSS 10

R p-value

Fz 0.37 0.04

Cz 0.43 0.02

Pz 0.45 0.01

N200 amplitude vs PSS stens

Fz 0.38 0.04

Cz 0.42 0.02

Pz 0.48 0.01

N200 latency vs PSS 10

Cz lat –0.21 0.26

Pz lat –0.18 0.35

Fz lat –0.08 0.69

N200 latency vs PSS stens

Cz –0.23 0.21

Pz –0.21 0.27

Fz –0.07 0.7

PSS 10 – the perceived stress scale; Fz – frontal region; Cz – central region; 
Pz – parietal region.

Table 7. The mean values of the latency [ms] and amplitude [uV] of N200 and P300 potentials in patients with MS divided into 3 groups according to the 
score obtained in PSS

ERP
Group 1 (low)  

n = 11
Group 2 (medium)  

n = 6
Group 3 (high)  

n = 13 p-value
mean SD mean SD mean SD

N200 Fz lat 214.1 26.0 215.2 8.8 208.0 22.4 0.68

N200 Fz amp 5.9 4.0 5.9 3.2 8.4 2.7 0.19

N200 Cz lat 212.5 20.6 210.7 24.6 204.8 19.4 0.39

N200 Cz amp 5.0 3.1 6.2 4.7 8.4 4.0 0.06

N200 Pz lat 216.1 21.1 213.7 25.1 212.9 31.7 0.64

N200 Pz amp 3.9 3.3 4.4 2.7 8.2 4.4 0.03

P300 Fz lat 337.5 21.5 347.0 18.7 335.3 27.4 0.36

P300 Fz amp 9.7 7.6 11.0 6.7 7.2 5.0 0.45

P300 Cz lat 334.5 29.3 347.7 18.1 332.8 21.3 0.25

P300 Cz amp 10.1 6.6 10.5 6.2 6.7 4.3 0.38

P300 Pz lat 338.8 23.3 348.5 19.5 333.9 20.5 0.27

P300 Pz amp 8.3 8.8 12.6 8.3 6.4 3.9 0.25

ERP – event-related potential; MS – multiple sclerosis; SD – standard deviation; Fz – frontal region; Cz – central region; Pz – parietal region; lat – latency; amp 
– amplitude.
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and suffering from various types of the disease (70% relaps-
ing–remitting, 30% secondary or primary progressive).

ERPs are formed in extensive neuronal CNS networks. 
The P300 component, which is the most frequently ana-
lyzed parameter in clinical practice, arises in the frontal 
lobe, medial temporal lobe, cingulate gyrus, thalamus, 
and structures of the limbic system.24,25 The P300 wave 
reflects the complex neuronal processes involved in the 
reception and processing of sensory information and se-
lective attention, indicating decision making and memory 
updating processes. The parameters of the P300 potential 
are characterized by large variability among individuals 
and can be influenced by numerous endogenous and ex-
ogenous factors (age, personality, intelligence, hemispheric 
dominance, fatigue, physical activity, drugs, smoking, and 
alcohol consumption).26

The latency of the P300 wave corresponds to the time 
needed for an impulse to be recognized and classified, and 
is a marker of the rate of information processing. The P300 
amplitude (maximal near the centro-parietal site) corre-
sponds to short-term memory, attention and involvement 
of the subject in the task.26

The N200 ERP component is analyzed much less fre-
quently. It is generated in the sensory and frontal areas and 
is thought to be associated with the initial (subconscious) 
identification of a stimulus and the activation required 
to complete the given task.

In our study, we found MS patients to have longer P300 
latencies than healthy controls. A trend towards a longer 
N200 latency was obtained at both the Fz and Pz sites.

In the available literature on MS, a prolongation of the 
P300 latency was most frequently described. Such prolon-
gation correlated with the severity of white matter dam-
age in the course of demyelination, the severity of cog-
nitive impairment and the rate of depression.27,28 Some 
authors also found a prolongation of the N200 latency.29–31  
Relationships between ERP parameters and the duration 
of the disease or the degree of disability were more dis-
putable.27,28,32 Sundgren et al. pointed to the prognostic 
importance of the P300 parameters.33 They noted that 
the progression of cognitive disorders was accompanied 
by an increased latency and decreased amplitude of the 
P300 wave. This progression was slower in patients with 
an abnormality of only 1 parameter.

All the patients in our study had a normal SDMT result; 
thus, according to the screening test, they did not have 
significant cognitive impairment. It  is  interesting that 
there was no correlation between the SDMT result and 
the ERP parameters. This may suggest that ERP may be 
used to disclose subtle cognitive deficits.

We did not analyze the relationships between ERP pa-
rameters and other disease-related variables (disease dura-
tion or EDSS). However, all our patients presented with only 
mild disability (mean EDSS: 1.8). Auditory modality of ERP 
was also chosen to further eliminate the impact of MS-
related neurological deficit upon electrophysiological 

parameters (with the auditory pathway much less com-
monly affected in the course of MS than the visual one).

We found that the patients with MS in our study had 
higher N200 amplitudes than the control group. Similar 
findings were not found in the literature. The higher N200 
amplitudes in our patients may suggest increased cortical 
and subcortical activity. This may be explained by com-
pensatory mobilization of larger neuronal networks (due 
to a decline in neuronal function) in order to ensure better 
stimulus analysis, or perhaps a more intensive neuronal 
stimulation caused by higher stress levels. A long-term 
exposure to stress has been shown to lead to a dysfunction 
of the bioelectric brain activity. This may particularly oc-
cur in the course of demyelinating inflammatory diseases, 
hormonal activation, activation of proinflammatory cyto-
kines, oxidative stress, or excitotoxicity.34–36

Our findings seem to support the association between 
N200 amplitude and stress. We found higher N200 am-
plitudes in MS patients with a higher level of perceived 
stress and a significant correlation between the amplitude 
of the N200 wave and negative affectivity in the DS14 scale.  
No such correlation was found in the case of social inhibi-
tion. The influence of stress on the initial stages of stimu-
lus processing (corresponding with N200 parameters) may 
be explained by the subjects’ perception that an associated 
mental task is difficult. Senkowski and Herrmann conduct-
ed ERP in healthy subjects using a visual discrimination 
task, with either an easy or difficult version.37 The authors 
showed that the N200 amplitude was higher when subjects 
carried out the more difficult version of the task. They 
attributed this phenomenon to early hyperactivity in the 
cerebral cortex in preparation for a difficult task.38

Electrophysiological parameters such as contingent 
negative variation (CNV) and ERP parameters (mainly 
amplitude) may be modulated by  stress, anxiety and 
personality in patients and healthy subjects. CNVs were 
larger in subjects with high perceived stress and high lev-
els of arousal. Similar correlations were found in subjects 
with prolonged stress, which was measured using the 
PSS. An interesting finding was made in subjects with 
high anxiety levels: they were able to perform tasks at 
a similar level to subjects with much lower anxiety levels. 
The former subjects had higher CNV amplitudes, which 
was explained by the need for more processing resources 
in order to maintain adequate performance. Anxiety and 
the perception of a stimulus considered threatening may 
cause more involvement of neuronal networks. On the 
other hand, an individual’s engaging of greater cognitive 
reserves in preliminarily analyzing a stimulus may lead 
to depletion of those reserves, causing fatigue and emo-
tional tension (another vicious circle?).39–41 Our findings 
of increased N200 amplitudes in MS patients with high 
perceived stress and in patients with negative affectivity 
support the above described phenomenon.

This study focused on  the topic of  the relation-
ships between perceived stress, personality traits and 
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neuroelectrophysiological parameters, which have re-
mained poorly understood. The results suggest that evalu-
ating these aspects in patients with MS of short disease 
duration and a low degree of disability may help to identify 
those who require more psychological support. Event-re-
lated potentials seem to deserve attention as an electro-
physiological indicator of susceptibility to stress that may 
be used alongside psychological tests.

The  limitations of  our study include the small size 
of the study group and using only 1 time-point in a study 
of patients with MS, which is known to have a fluctuat-
ing course. However, ours was a pilot study whose findings 
might encourage further research. Our future studies will 
focus on monitoring stress levels and ERP parameters in the 
course of the disease and on analyzing the relationship be-
tween stress, personality type and the course of the disease 
(natural or modified using immunomodulatory treatment).

Conclusions

The majority of MS patients experience moderate or 
severe stress, which needs to be addressed with appropriate 
psychological support. Abnormalities of ERP were found 
in the MS patients without any overt cognitive decline and 
showed correlations with measures of stress and negative 
affectivity (one of the dimensions of the D-type personality 
scale). Event-related potentials may be considered in the 
assessment of the influence of stress and emotions on the 
course of MS.
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Abstract
Background. The precise identification of the primarily-affected nodal regions in Hodgkin’s lymphoma 
(HL) is essential in determining the stage of the disease and the intensity of chemotherapy and radiotherapy.

Objectives. The aim of this study was to use the degree of X-ray attenuation (XRA) in Hounsfield units 
(HU) and the lymph node-to-muscle attenuation ratio (LN/M) in computed tomography (CT) unenhanced 
imaging, routinely performed with 18F-fluorodeoxyglucose positron emission tomography (18F-FDG-PET), 
to distinguish HL-affected supradiaphragmatic lymph nodes.

Material and methods. The study included 52 patients with classical HL treated according to the Eu-
roNet-PHL-C1 protocol. Patients received 2 chemotherapy cycles after 18F-FDG-PET/CT testing, followed 
by re-examination. The lymph nodes were evaluated according to the Society for Pediatric Oncology and 
Hematology’s GPOH-HD-2002 study and Lugano criteria as not-involved (NI-LN) and involved (I-LN).

Results. A significant difference (p < 0.001) was found in the XRA and LN/M values between NI-LN and 
I-LN before treatment and after the 2 chemotherapy cycles. The optimal cut-off point for XRA (44.7 HU) and 
LN/M (0.79) values distinguishing I-LN from NI-LN nodes was determined by receiver operating characteristic 
(ROC) analysis. After 2 cycles of chemotherapy, higher XRA (p = 0.002) and LN/M (p = 0.001) values in the 
group with inadequate early CTx response were found.

Conclusions. The use of XRA in HU and LN/M, together with the existing standard, can improve the quali-
fication of supradiaphragmatic lymph nodes in HL.

Key words: children, lymph nodes, Hodgkin’s lymphoma, positron-emission tomography
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Introduction

Hodgkin’s lymphoma (HL) is one of the most common 
neoplasms in adolescents of 15–20 years of age (approx. 
12–29 cases per million per year in European countries 
and the USA; approx. 6% of all pediatric tumor cases).1,2

In recent decades, significant progress in the treatment 
of children with HL has been made. About 90–95% of pa-
tients survive many years relapse-free.3 Currently, risk-
adapted therapy (chemotherapy – CTx, potentially with 
radiotherapy – RTx), where the intensity of  treatment 
depends on the presence of specific prognostic factors, is  
a standard procedure.

A health analysis of  convalescents treated in  child-
hood for HL revealed that, despite many years of remis-
sion, a large number of them suffered from numerous late  
effects of the administered therapy (e.g., secondary thyroid 
or breast cancer, leukemia, infertility, cardiomyopathy, 
failure of endocrine organs, or pulmonary fibrosis). These 
complications significantly diminish the quality of  life 
and may even shorten it.4–8 Contemporary regimens seek 
to reduce the toxicity of CTx and to completely eliminate 
RTx in those patients who respond well to CTx.9 If RTx 
is necessary, it  is limited to the lowest number of fields 
and doses.10 The precise identification of affected lymph 
nodes (LN) in different regions is of fundamental impor-
tance in determining the intensity of CTx and specifying 
fields for possible irradiation. The selection of patients for 
additional RTx was based on the evaluation of morphologi-
cal and functional response after the first 2 cycles of CTx.

The aim of this study was to use the degree of X-ray 
attenuation (XRA), expressed in Hounsfield units (HU), 
and the lymph node-to-muscle attenuation ratio (LN/M) 
in computed tomography (CT) unenhanced imaging, rou-
tinely performed with 18F-fluorodeoxyglucose positron 
emission tomography (18F-FDG-PET), to distinguish HL-
affected nodes. Moreover, LN XRA values were measured 
after the first 2 cycles of CTx to assess morphological and 
functional response.

Material and methods

Patients

The study included 52 of a total of 61 consecutive pa-
tients diagnosed with classical HL between 2009 and 2015. 
In 7 patients it was impossible to locate the primarily af-
fected LN or unaffected nodes. In another 2 cases, unsat-
isfactory technical quality made it impossible to measure 
XRA in control 18F-FDG-PET/CT tests. Each diagnosis was 
confirmed by centrally verified histopathology. The clini-
cal characteristics of the patients are shown in Table 1. 
The initial staging and response to CTx assessments were 
performed according to the EuroNet PHL C1 protocol.11,12 
After 18F-FDG-PET/CT testing, all patients received  

2 CTx cycles – vincristine (Oncovin), etoposide, predni-
sone, and doxorubicin (Adriamycin – OEPA) – followed 
by 18F-FDG-PET/CT re-examination. In the case of an un-
satisfactory functional and/or morphological response 
to the administered CTx, the patient was subjected to RTx 
after all cycles of CTx.

Analysis of CT images

Unenhanced 18F-FDG-PET/CT studies were performed 
using a 16-row detector GE Discovery STE16 scanner (GE 
Healthcare, Milwaukee, United States) with variable volt-
age (100–140 keV) and intensity (10–150 mAs), single col-
limation width (SCW) 0.625–1.25, total collimation width 
(TCW) 10.0–20.0, and spiral pitch factor (SPF) 1.125–0.75. 
We analyzed 61 CT components performed at the time 
of initial diagnosis (Fig. 1 A, B) and 61 tests evaluating the 
early response to CTx – about 2–3 weeks after the second 
OEPA cycle (Fig. 1 C, D). All tests were performed as part 
of routine clinical diagnostics. Axial sections were used for 
the assessment and preference was given to those having 
the thinnest layers, which ranged from 1.25 to 3.75 mm, 
depending on the study/patient.

Principles for the evaluation 
of lymph nodes

Lymph nodes were evaluated according to the Society 
for Pediatric Oncology and Hematology’s GPOH-HD 2002 
study and Lugano criteria independently by 2 radiologists 
and a nuclear medicine specialist.7,13 The Surveillance, 

Table 1. Characteristic of patients (n = 52)

Feature

Male/female 24/28

Age
range [years]
median

4–17.5
14

HL subtypes
nodular sclerosis (NS)
mixed cellularity (MC)
lymphocyte depleted (LD)
not done

47
2
2
1

Initial staging (Ann Arbor)
I
II
III
IV
B symptoms
“E” feature

1
24
13
14
28
14

Therapeutic groups
TG 1
TG 2
TG 3

9
15
28

Early chemotherapy response
adequate/inadequate

27/25

HL – Hodgkin’s lymphoma; TG – therapeutic group.
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Epidemiology, and End Results program (SEER) database 
guidelines with minor modifications were adopted for the 
anatomic division of LN.14

The  preferred normal LN locations were: axilliary 
(level 1 according to Berg), cervical (level 5 according 
to Som et al.), or the mandibular angle.15,16 Nodes of nor-
mal morphology and size were excluded if an affected 
node existed within a distance of  less than 2 cm. XRA 
measurement was made on an axial section of the node 
with the thickest cortical layer. The fatty hilum was dis-
regarded for measurement as it would have lowered the 
average XRA value.

Involved nodes were selected based on the 18F-FDG-PET 
component, according to highest maximum standardized 
uptake value (SUVmax) and the largest area of peak SUVmax 
value occurrence. The most commonly elected LNs were: 
cervical (level 4 and 5 according to Som et al.), mediastinal 
(levels 2–7 according to International Symposium on Light 
Alloys and Composite Materials – ISLAC) and subclavian 
(axillary nodes level 2 and 3 according to Berg).15–17 In each 
case, the XRA values were assessed in the section in which 
the fusion image showed the highest SUVmax value and 
in the 2 adjacent sections (due to the possibility of a small 
image shift in PET compared to the CT images, Fig. 2).18,19 
The arithmetic mean was calculated using these 3 mea-
surements. One of the factors hindering the assessment 
was variable upper limb positioning by the patient in in-
dividual studies.

The group of normal nodes unaffected by HL (not-in-
volved – NI-LN) included nodes whose largest dimension 
was <1 cm and whose SUV values did not exceed Deauville 
scale level 2. Nodes >2 cm rated Deauville scale level 4 or 5 
were considered affected by HL (involved – I-LN). In each 
study, 2–5 supradiaphragmatic LNs categorized as NI-LN 
or I-LN were selected for analysis, and then the average 
XRA was calculated. In order to eliminate non-specific 
inter-individual variability related to different water and 
body fat content, the LN/M ratio was introduced. This val-
ue is obtained by dividing the average LN HU value by the 
HU value of the right erector spinae muscles. The results 
obtained are therefore also independent of the keV and 
mAs parameters used in the study.

The region of interest (ROI) calculation of LN is pre-
sented in Fig. 2.

Right erector spinae muscle selection

Measurements were made in axial sections of the CT be-
tween the places where the celiac and superior mesenteric 
arteries arise. This area was chosen due to the low vari-
ability of anatomical relations between the muscles and the 
surrounding structures in successive studies, ensuring the 
repeatability of measurements. The XRA measurements 
were performed maintaining a margin of 2–3 mm from 
fatty tissue clusters adjacent to the muscles. The region 
of interest included a field surface of 0.8–1 cm² every time. 

Fig. 1. A 17-year-old female with classical NS type HL; axial CT and PET-CT (fusion) images performed before (A, B) and after OEPA treatment (C, D)

A – malignant lymphadenopathy of the left axillary and subclavian lymph nodes; right axillary lymph nodes were normal; NS – nodular sclerosis; HL – Hodgkin's 
lymphoma, CT – computed tomography; PET – positron emission tomography; OEPA – vincristine (Oncovin), etoposide, prednisone, and doxorubicin 
(Adriamycin)
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Three measurements were performed from the chosen 
cross-section and the arithmetic mean was calculated. 
The presence of hardened beam artifacts or of any focal 
lesions (e.g., intramuscular calcification) resulted in the 
exclusion of measurements.

Statistical analysis

The average XRA values and the LN/M ratios, as well as 
the differences depending on certain clinical parameters, 
were compared using Student’s t-test. The Wilcoxon test 
for sequence pairs was used to analyze the differences 
of XRA and LN/M after 2 cycles OEPA relative to the pri-
mary results. The optimal cut-off point for distinguishing 
normal nodes from HL-affected nodes was determined 
using receiver operating characteristic analysis (ROC) 
implementing the Youden index. It was assumed that the 
cost of obtaining a false negative is twice as high as the 
cost of obtaining a false positive. The resulting area under 
the curve (AUC) was compared to an AUC equal to 0.5 
using Hanley’s algorithm.20 The level of significance was 
p < 0.05. The calculations were performed using STATIS-
TICA v. 12, Medical kit v. 3.0 (StatSoft, Tulsa, USA).

Fig. 2. This image presents the method of assessing mean 
density (in HU) of a malignant left axillary lymph node before 
CTx treatment. The ROI measurement was put on the central 
part of the lymph node (image 3). It should cover at least 
half of the area of the lymph node on the axial scan with the 
highest SUVmax value (image 4). Due to the risk of slight CT-PET 
image misalignment, density measurements were performed 
on 2 adjacent CT axial scans as well (images 1–2 and 5–6). 
The final HU value was an arithmetic mean of the 3 previous 
measurements 

HU – Hounsfield units; ROI – the region of interest;  
CTx – chemotherapy; SUVmax – maximum standardized uptake 
value; CT – computed tomography; PET – positron emission 
tomography.

Table 2. Results of NI-LN vs I-LN group (n = 52)

Variable
Non-involved 
lymph nodes 

[NI-LN] 

Involved 
lymph nodes 

[I-LN] 
p-value

initial staging

XRA range [HU] 18.5–73.7 34.0–108.7 
<0.001

XRA average [HU] (SD) 40.1 (12.01) 56.63 (13.30)

LN/M range 0.37–1.33 0.45–2.03 
<0.001

LN/M average (SD) 0.70 (0.22) 1.01 (0.29)

after 2 OEPA cycles

XRA range [HU] 5.0–56.05 3.3–67.5 
<0.001

XRA average [HU] (SD) 28.62 (10.68) 38.16 (11.58)

LN/M range 0.09–1.04 0.06–1.22 
<0.001

LN/M average (SD) 0.52 (0.21) 0.69 (0.20)

∆ = XRA(LN/M) after 2 OEPA cycles/XRA (LN/M) initial staging

range [HU] 0.14–1.91 0.05–1.60 
0.66

average [HU] (SD) 0.75 (0.30) 0.71 (0.28)

range LN/M 0.17–1.90 0.07–1.89 
0.59

average LN/M (SD) 0.76 (0.34) 0.73 (0.31)

XRA – X-ray attenuation; HU – Hounsfield units; LN/M – lymph 
node/muscle attenuation ratio; NI-L – not-involved lymph nodes;  
I-LN – involved lymph nodes; SD – standard deviation; OEPA – vincristine 
(Oncovin), etoposide, prednisone, and doxorubicin (Adriamycin)

1 2

3

5

4

6
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Results

The obtained results are compared in Table 2. The av-
erage values of XRA and LN/M from I-LN and NI-LN 
in primary 18F-FDG-PET/CT and the changes in these 

parameters after 2 cycles OEPA are presented. A signifi-
cant difference was found in the XRA and the average 
LN/M values between the LNs assessed as HL-affected 
due to size and metabolic activity in 18F-FDG-PET/CT vs 
normal LNs. This difference was significant both in studies 

Fig. 3. Initial 18FDG-PET-CT not-involved vs involved lymph nodes [average HU; LN/M] (n = 52) 

18FDG-PET-CT – 18F-fluorodeoxyglucose positron emission tomography; HU – Hounsfield units; LN/M – lymph node/muscle attenuation ratio;  
NI-L – not-involved lymph nodes; I-LN – involved lymph nodes; SD – standard deviation.
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performed before treatment (p < 0.001; Fig. 3) and those 
performed during the assessment of treatment response 
after 2 OEPA cycles (p < 0.001). Significantly higher values 
of HU were observed in I-LN compared to NI-LN nodes. 
Comparing LN/M also revealed higher values in I-LN rela-
tive to NI-LN nodes.

In the 18F-FDG-PET/CT study performed after 2 OEPA 
cycles, both XRA and LN/M values were significantly lower 
compared to baseline, in both the I-LN and the NI-LN 
(p < 0.001, Table 2, Fig. 4). XRA and LN/M values after 2 cy-
cles of OEPA compared with preliminary XRA and LN/M 
values for particular nodes (Δ) did not differ significantly 

Fig. 4. 18F-FDG-PET/CT initial vs after 2 OEPA cycles [LN/M] (n = 52) 

18FDG-PET-CT – 18F-fluorodeoxyglucose positron emission tomography; OEPA – vincristine (Oncovin), etoposide, prednisone, and doxorubicin 
(Adriamycin) LN/M – lymph node/muscle attenuation ratio; SD – standard deviation.
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in either group (I-LN vs NI-LN p = 0.66 for XRA, and 
p = 0.59 for the LN/M, Table 2).

In the initial 18F-FDG-PET/CT study, a significant sta-
tistical difference was found between XRA (p = 0.001) 
and LN/M (p = 0.002) in the I-LN nodes in children aged 
up to 14 years in relation to children older than 14 years 
(Table 3). The difference is not as apparent after shift-
ing the age limit to 16 years, or in the XRA for NI-LN, 
and in 18FDG-PET-CT after 2 OEPA cycles. There were 
no significant differences in HU values for HL-affected 
nodes depending on gender, histological type, stage and 
responses after 2 cycles of OEPA (Table 3).

In the measurements taken after 2 cycles of OEPA, no 
significant difference was found in XRA depending on the 
analyzed clinical parameters in the I-LN group other than 
significantly higher XRA (p = 0.002) and LN/M (p = 0.001) 

values in the group with inadequate CTx response (Table 4, 
Fig. 5).

The optimal cut-off point for XRA and LN/M values 
distinguishing I-LN from NI-LN nodes was determined 
by ROC analysis. The greatest test accuracy was obtained 
by selecting baseline node XRA values of 44.7 HU (Fig. 6, 
AUC = 0.836, 95% confidence interval – CI: 0.759–0.913; 
p < 0.001) and a LN/M ratio of –0.79 (AUC = 0.804, 95% CI: 
0.721–0.887; p < 0.001). A comparison of the obtained ROC 
curve compared to a random node qualification curve 
demonstrated a significant statistical difference for XRA 
and LN/M (p < 0.001).

ROC analysis was also used to assess the response of ini-
tially affected nodes to early CTx (and thus to qualify for 
RTx) in 18F-FDG-PET/CT after 2 OEPA cycles. The high-
est test accuracy was obtained when selecting a cut-off 

Table 3. Initial 18F-FDG-PET/CT, I-LN group (n = 52)

Variable X-RA [HU] 
average ±SD p-value LN/M

average ±SD p-value

Age [years] 
(number of patients)

≤14 (28) 60.92 ±14.84
0.010

1.12 ±0.32
0.002

>14 (24) 51.62 ±9.22 0.88 ±0.17

Sex (number  
of patients)

male (24) 59.73 ±14.36
0.120

1.04 ±0.29
0.486

female (28) 53.97 ±11.93 0.99 ±0.29

HL (number  
of patients)

NS (47) 56.18 ±12.82
0.641*

1.01 ±0.28
0.756*

non-NS (5) 65.48 ±18.04 1.07 ±0.38

Stage$ (number  
of patients)

II (24) 56.70 ±16.72

0.896#

1.05 ±0.37

0.914#III (13) 56.96 ±11.51 0.97 ±0.23

IV (14) 56.46 ±8.69 0.98 ±0.18

Early chemotherapy 
response (number  
of patients)

inadequate (25) 56.76 ±14.76
0.949

0.99 ±0.28
0.623

adequate (27) 56.52 ±12.07 1.03 ±0.30

* the Mann–Whitney U test; # the Kruskal–Wallis test; $ without any patient with stage I; XRA – X-ray attenuation; HU – Hounsfield units; LN/M – lymph 
node/muscle attenuation ratio; I-LN – involved lymph nodes; SD – standard deviation; HL – Hodgkin’s lymphoma; NS – nodular sclerosis; significant results 
in bold.

Table 4. 18F-FDG-PET-CT after 2 OEPA cycles, I-LN group (n = 52)

Variable XRA [HU] 
average ±SD p-value LN/M

average ±SD p-value

Age [years]  
(number of patients)

≤14 (28) 37.16 ±12.70
0.508

0.68 ±0.27
0.738

>14 (24) 39.33 ±10.41 0.70 ±0.19

Sex (number 
of patients)

male (24) 36.44 ±9.22
0.327

0.67 ±0.19
0.606

female (28) 39.64 ±13.37 0.70 ±0.27

HL (number 
of patients)

NS (47) 38.86 ±12.73
0.663*

0.69 ±0.24
0.686*

non-NS) 39.32 ±9.80 0.65 ±0.17

Stage$ (number 
of patients)

II (24) 38.49 ±10.28

0.335#

0.69 ±0.23

0.734#III (13) 38.78 ±9.39 0.71 ±0.19

IV (14) 36.10 ±15.65 0.65 ±0.30

Early chemotherapy 
response (number 
of patients)

inadequate (25) 43.26 ±10.35
0.002

0.80 ±0.21
0.001

adequate (27) 33.45 ±10.90 0.58 ±0.20

* the Mann–Whitney U test; # the Kruskal–Wallis test; $ without any patient with stage I; XRA – X-ray attenuation; HU – Hounsfield units; LN/M – lymph 
node/muscle attenuation ratio; I-LN – involved lymph nodes; SD – standard deviation; HL – Hodgkin’s lymphoma; NS – nodular sclerosis, OEPA – vincristine 
(Oncovin), etoposide, prednisone, and doxorubicin (Adriamycin); significant results in bold.
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point of 34.8 HU (AUC = 0.744, 0.95% CI: 0.608–0.879; 
p = 0.0004) and a LN/M ratio of –0.62 (AUC = 0.766, 0.95% 
CI: 0.632–0.900; p = 0.0001). Comparing the obtained 
ROC curve to a random node qualification curve showed 
no statistically significant difference for XRA (p = 0.12) or 
for the LN/M ratio (p = 0.11).

Discussion

Precise identification of all originally affected nodal 
regions and organs, and CTx response assessment us-
ing imaging and functional studies, are crucial in plan-
ning optimal treatment. The sensitivity and specificity 

of 18F-FDG-PET/CT tests in the evaluation of both ini-
tially affected LNs and the response to CTx in HL are high 
(90–100% sensitivity, 80–90% specificity) and exceed the 
diagnostic value of contrast CT.21–23 18F-FDG-PET/CT 
interpretation can be difficult in children due to frequent 
respiratory infections and the associated increased meta-
bolic activity of the lymphatic system.

We have found no publications in which an attempt has 
been made to use XRA in CT directly for the differen-
tiation of affected and unaffected LNs in children and 
adolescents with HL. One study, investigating a popula-
tion of 25 adults with lymphoma, illustrates that LN XRA 
values were in most cases at the same level as soft tissue 
– only 2 patients attained lower values.24 Similar analysis 

Fig. 5. 18F-FDG-PET/CT after 2 OEPA cycles,  
I-LN group (n = 52) 

18FDG-PET-CT – 18F-fluorodeoxyglucose 
positron emission tomography; OEPA – 
vincristine (Oncovin), etoposide, prednisone, and 
doxorubicin (Adriamycin); I-LN – involved lymph 
nodes; SD – standard deviation.
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in other neoplastic diseases also suggested this param-
eter’s potential. In the study by Flechsig et al., which uses 
XRA to differentiate LNs in an orthotopic model of lung 
cancer in rats, it was proved that the XRA of metastatic 
LNs in the mediastinum was significantly higher than 
in those without metastatic foci.25 Yoon et al. analyzed 
mediastinal LNs in 674 patients with non-small-cell lung 
cancer.26 Nodes with XRA values >70 HU, despite 18FDG 
uptake, had a higher probability of not having metastatic 
foci. Measuring XRA is also used to distinguish normal 
from metastatic nodes in the axilliary region in patients 
with breast cancer. In a study by Urata et al., significantly 
higher XRA values in metastatic LNs as compared to unaf-
fected nodes was shown.27 Esophageal squamous cell car-
cinoma is another cancer in which the evaluation of XRA 
can be used to differentiate between metastatic and normal 
LNs. In the study by Kim et al., it was shown that the XRA 
for metastatic nodes was significantly lower than for unaf-
fected nodes.28

In our study, we evaluated the unenhanced component 
of 18F-FDG-PET/CT. One undoubted advantage is the low 
dosage of X-rays used, which is important due to the young 
age of patients and the need for periodic examinations 
in the monitoring of the disease. For radiological protec-
tion, it is preferable to perform magnetic resonance imag-
ing (MRI) and 18F-FDG-PET/MRI; however, CT remains 
the gold standard for imaging the chest and lungs. Another 
advantage of using the CT component is that administer-
ing iodine contrast agents is unnecessary, unlike with clas-
sic CT.29 The administration of a contrast agent can cause 
many adverse effects and increases the radiation dosage 

in the child.30–32 The use of unenhanced CT examination 
eliminates the risk of tissue size and density measure-
ment errors due to beam hardening artifacts resulting from 
large residual amounts of concentrated contrast in the 
blood vessels.33,34 An additional difficulty concerning this 
method is that even a slight disturbance in the contrast 
administration protocol or in the anatomy of the patient 
may significantly change the image of the scanned struc-
tures, which can cause an unwarranted increase in the 
planned radiation dose when administering radiation 
therapy.35,36

In this study we have shown that the XRA values are 
significantly higher in I-LN compared with NI-LN accord-
ing to standard criteria. This difference is observed both 
in the baseline study and after 2 cycles of CTx. This may 
result from the different structure in nodes with active 
neoplastic disease compared to unaffected nodes. In neo-
plastic LNs, damaged internal structure with chaotic blood 
vessels can be seen. The presence of increased perinodu-
lar fatty tissue can also be observed.37 Nodular sclerosis 
Hodgkin’s lymphoma classical form dominates in the pe-
diatric population. It is characterized by a high content 
of fibrous connective tissue (desmoplasia), among other 
things. Normal LNs are characterized by a more ordered 
structure with a well-separated vascular hilum and regu-
lar blood flow through the node. It can be supposed that 
the content of lymphomatous tissue with different XRA 
values compared to normal tissue in the evaluated LN will 
determine the final XRA value. This is consistent with the 
observation that the XRA/(LN/M) value decreased sig-
nificantly after CTx administration, both in affected and 

Fig. 6. Receiver operating characteristic (ROC). Initial 18F-FDG-PET/CT, NI-LN vs I-LN group (n = 52) 

18FDG-PET-CT – 18F-fluorodeoxyglucose positron emission tomography;  NI-LN – not involved lymph nodes; I-LN – involved lymph nodes.
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normal LNs, as a result of internal structural changes like 
desmoplasia. In patients who did not achieve an adequate 
morphological and functional response and were qualified 
for RTx, the XRA and LN/M values were higher. A weaker 
CTx effect on HL nodes may be visible as a “slower” decline 
in both the SUV and the dimensions of the I-LN, as well as 
the XRA (LN/M) values. The differences, however, are too 
small to be used as a standalone parameter for a reliable 
evaluation of the nodes’ response to CTx.

According to our analysis, there is a visible difference 
in the XRA values of HL-affected nodes between children 
younger than 14 years and the group of older children 
and young adults (15–18 years old). Moving the age limit 
to 16 years reduces the relevance of the above difference, 
but it persists when the limit is shifted to 12 or 10 years. 
This relationship does not occur in unaffected nodes (NI-
LN) or in imaging performed after 2 CTx cycles. This may 
be due to the slightly different biology and LN structure 
in younger children with HL.

It seems that measuring XRA/(LN/M) in 18F-FDG-PET/
CT without contrast, including the assessment of size and 
SUV, may increase the accuracy of the qualification of LNs 
as HL-affected or unaffected. This parameter could po-
tentially be of use, especially in case of doubt concerning 
the interpretation of radiological images. Large, obvious 
nodal lesions of over 2 cm in diameter typically do not 
cause diagnostic dilemmas. The assessment of nodes with 
so-called intermediate (“unclear”) dimensions (1–2 cm) 
and SUV values (2–3 points on the Deauville scale) can be 
more problematic. Unfortunately, a limitation of our study 
is the unavailability of histopathological verification for 
each evaluated LN. Hodgkin's lymphoma most often affects 
many LNs in various parts of the body. Surgical biopsy of all 
lesions is not clinically justified and is not routinely done. 
Because of the impossibility of routine histopathological 
confirmation, the group of intermediate LNs had to be ex-
cluded from analysis.

Another limitation is assessing the HU values in 3-mm 
CT slices. Values of HU on image borders may be inac-
curate for small structures such as LNs due to the partial 
volume effect, which specifically concerns images from 
PET-CT scanners.38,39 In  addition, HU values depend 
on the CT machine, the imaging conditions, and the speci-
fications of the image processing software, which differ 
in every institution. For this reason, a direct comparison 
of exams carried out in different centers would not be 
reliable.40 Introducing the LN/M and its analysis allows 
for the reduction of variability resulting from different 
technical parameters of CT scanners and exam protocols 
and from the impact of nonspecific external factors such 
as inter-individual variation.

Conclusions

Using XRA and the LN/M ratio in addition to the cur-
rent standard criteria of assessing LNs in HL could be 
helpful and may improve the quality of their qualification 
as affected or unaffected. It can translate into more accu-
rate staging and CTx response assessment in some groups 
of patients, and further, into reducing the incidence of the 
complications of RTx and CTx (the reliable determina-
tion of RTx fields and CTx intensity) and reducing the 
frequency of HL relapses in regions which were originally 
incorrectly labeled unaffected or wrongly classified as hav-
ing an adequate response to CTx.

The XRA and LN/M values could be also an addition 
to standard criteria factors in the assessment of CTx early 
response in doubtful cases. Full recognition of the diag-
nostic value of these parameters requires further studies 
in larger groups of patients.
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Abstract
Background. The carbohydrates of gastric mucins and other sugar structures are involved in interactions 
with Helicobacter pylori (H. pylori) adhesins. The binding of bacteria to mucins can protect the epithelium 
from direct contact with the pathogen and from developing infection because of a specific barrier created 
by the mucus. The pathogen also interacts with other carbohydrate structures of the epithelium. Direct contact 
between the bacteria and the epithelial cells facilitates infection development.

Objectives. The aim of this study was to assess the influence of Maackia amurensis (MAA), Lotus tetragonolo-
bus (LTA), Ulex europaeus (UEA), and Arachis hypogaea (PNA) lectins on the binding of gastric carbohydrates 
with H. pylori adhesins.

Material and methods. Three patients’ gastric juices and 12 H. pylori strains were included in the study. 
An ELISA test was used to assess the presence of MUC1 and MUC5AC mucins and the sugar structures rec-
ognized by all examined lectins. The binding of the bacterium to the sugar structures was analyzed by the 
ELISA method with and without the gastric juices pretreated with lectins.

Results. In the majority of the samples examined, MAA, LTA, UEA, and PNA lectins enhanced the binding 
of H. pylori to specific carbohydrate structures of gastric mucins.

Conclusions. Substances which influence the binding of the pathogen with specific carbohydrate receptors 
on gastric epithelial cells can favor inflammation development. However, if H. pylori binds with mucins, the 
bacterium can have difficulty reaching the epithelium and progressing with infection.

Key words: Helicobacter pylori, mucins, lectins
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Introduction

Helicobacter pylori, a Gram-negative bacterium, colo-
nizes the human stomach of more than 50% of the world’s 
population. It is said to be the most globally common bac-
terial infectious agent. H. pylori can cause chronic active 
gastritis, peptic ulceration, and gastric cancers. It is inter-
esting that more than 80% of infected individuals remain 
asymptomatic.1,2

The mucosal surface, with its mucus layer constantly se-
creted by the epithelial cells, plays an important role in the 
protection of the human stomach against invading pathogens. 
The mucus layer is mainly comprised of 2 secreted mucins: 
MUC5AC and MUC6, the first produced by the surface epi-
thelium and the second one by the glands.3,4 There is also 
MUC1, the most highly expressed membrane-tethered mu-
cin that is normally found on the apical surface of polarized 
epithelia, and is a major component of glycocalyx. It can 
initiate a signaling pathway in response to bacterial inva-
sion and is thought to play an important role in cell–cell and 
cell–extracellular matrix interactions.5–7 Mucins are heavily 
glycosylated glycoproteins with a large number of O-linked 
oligosaccharides with many sugar antigens which can be rec-
ognized by H. pylori adhesins.8,9 It has been suggested that the 
bacterium can bind to both MUC1 and MUC5AC mucins via 
fucosylated and sialylated glycans.10–12 Some authors suggest 
that a release of MUC1 following the binding to H. pylori can 
limit the adhesion of the bacterium to the cell surface. Besides, 
MUC1 forms a physical barrier and may protect the gastric 
epithelium from adhesion to non-mucin binding agents.13

The  involvement of MUC1 and MUC5AC mucins in  
H. pylori infection development seems to be unquestion-
able. To prove the participation of mucin sugar antigens 
in binding with H. pylori adhesins, some substances which 
can inhibit or enhance interactions between bacteria and 
mucins can be used.14 Anti-Lewis-x antibodies have been 
suggested as agents promoting H. pylori adhesion to gastric 
epithelial cells.15 Our latest studies with anti-Lewis-b, anti-
H type 1, and sialyl Lewis-x revealed the slight inhibitory 
effect of these antibodies on H. pylori binding to MUC1 
mucin.16 In the presented study, we used specific plant 
lectins in order to check their influence on H. pylori adhe-
sion to gastric carbohydrates.

It seems clear that the explanation of the strategy used 
by H. pylori for colonizing the gastric epithelium could help 
reveal how pathogens overcome specific barriers to infec-
tion, such as the mucus layer.17

Material and methods

Patients and specimens

The gastric juices (as the source of mucins) of 3 H. pylori-
infected patients with duodenal ulcers were included in the 
study. The patients were hospitalized in the Department 

of Medicine and Gastroenterology of the Regional Hos-
pital of Bialystok, Poland. They were treated for 2 weeks 
by oral administration of omeprazole (2 × 20 mg per day), 
amoxicillin (2 × 100 mg), and tynidazole (2 × 500 mg). 
Gastric juices were taken on days 11–13 of the successful 
treatment. The presence of H. pylori was examined his-
topathologically and by the urease test with gastric cells 
scraped under endoscopic examination.

To obtain high-molecular-mass mucins, the juices were 
pretreated as described before.18 The prepared samples 
of the juices were diluted to the same protein concentration 
(0.005 mg/mL) prior to further tests. The protein content 
was measured using the bicinchoninic acid method.19

Bacterial strains and culture conditions

Helicobacter pylori  strains were isolated from the gas-
tric epithelial cells of 12 patients suffering from gastritis. 
The scrapings were collected before the beginning of the 
treatment, under endoscopic examination, from the prepy-
loric area and the body of the stomach. The scrapings were 
immediately carried into the transport medium Portagerm 
pylori (bioMerieux, Marcy-l’Étoile, France). Then, after 
homogenization, the bacteria were cultured on Pylori Agar 
and Columbia Agar supplemented with 5% sheep blood 
(bioMerieux, France) for 7 days at 37oC under microaero-
philic conditions using a Genbag microaer (bioMerieux, 
Marcy-l’Étoile, France). Microorgansms were identified 
upon the colony morphology by the Gram method. Ad-
ditionally, the activity of the bacterial urease, catalase and 
oxidase were also determined. To prove H. pylori species, 
the ELISA test (HpAg48; EQUIPAR, Guadalajara, Mexico) 
was used. Then, the bacteria were subcultured in the same 
conditions and suspended at 1.2 × 109 bacteria/mL in PBS.

Determination of MUC1, MUC5AC 
and sugar antigens recognized 
by Lotus tetragonolobus, Ulex europaeus, 
Maackia amurensis, and Arachis hypogaea 
lectins in gastric juices

Aliquots (50 μL) of the samples of gastric juices (contain-
ing 0.005 mg of protein/mL) were coated onto microti-
ter plates (NUNC F96; Maxisorp, Roskilde, Denmark) at 
room temperature (RT) overnight. The plates were washed 
3 times (100 μL) in the washing buffer PBS-T (PBS, 0.05% 
Tween, Sigma, St. Luis, USA) between all ensuing steps. 
Unbound sites were blocked with 100 μL of 1% blocking 
reagent for ELISA (Roche Diagnostics, Mannheim, Ger-
many) for 1 h. Then the plates were incubated (2 h at RT) 
with 100 μL of anti-MUC1 and anti-MUC5AC monoclonal 
antibodies (for specifications and dilutions of antibodies, 
see Table 1) diluted in 1% bovine serum albumin (BSA) 
in PBS-T or with biotinylated Lotus tetragonolobus (LTA), 
Ulex europaeus (UEA), Maackia amurensis (MAA), or 
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Arachis hypogaea (PNA) lectins (diluted to 5 μg of  lec-
tin/mL in PBS-T-BSA (1%)) (Vector, Burlingame, USA) 
(for carbohydrate specifications of lectins, see Table 2). 
The lectin solutions were supplemented with metal cat-
ions: LTA, UEA, and PNA with 0.1 mmol/L CaCl2; MAA 
with 0.1 mmol/L CaCl2 and 0.01 mmol/L MnCl2. Then the 
plates were incubated (2 h at RT) with 100 μL of second-
ary, rabbit anti-mouse IgG horseradish peroxidase (conju-
gated for MUC1 and MUC5AC detection) or with 100 μL 
of horseradish peroxidase avidin D (Vector, Burlingame, 
USA) (for lectin detection) diluted (1:2,000) in PBS-T-BSA 
(1%). Next, after washing 4 times in PBS, the colored reac-
tion was developed by incubation with 100 μL of 2,2’-azi-
no-bis(3-ethylbenzthiazoline-6-sulfonic acid) (ABTS) 
– the liquid substrate for horseradish peroxidase (Sigma, 
St. Louis, USA). Absorbance at 405 nm was measured after 
about 30–40 min. For controls, wells with no gastric juices 
were used. The test was performed twice with 3 replicates 
of each sample.

Binding of H. pylori to mucins

Aliquots of the samples of gastric juices were coated onto 
microtiter plates and incubated as described above. Then 
the plates were washed and blocked as before. The plates 
were incubated for 2 h at RT with aliquots (100 μL) of non-
biotinylated LTA, UEA, MAA, and PNA lectins. Two con-
centrations of lectin were used (in PBS supplemented with 
metal cations – see above): 40 and 0.4 μg of  lectin/mL 
of PBS-T-BSA (1%). Wells without added lectins served 
as controls. The bacteria were diluted with PBS to get 
2.4 × 107 cells/mL and 100 µL of each strain solution were 
added to the wells and incubated at 37°C overnight. Then 
the wells were treated with anti-H. pylori polyclonal, bio-
tin-conjugated antibody diluted with PBS-T-BSA (1%) at RT 
for 1 h. After being incubated with horseradish peroxidase-
conjugated avidin D, the colored reaction was developed 
as described above.

Statistics

The binding of H. pylori to mucins of gastric juices (pre-
treated with lectins or not) was subjected to statistical 
analysis (using  STATISTICA v. 10.1 (StatSoft, Tulsa, USA). 
The results are presented as mean ±SD. Post hoc analysis 
calculated by an NIR test was used. Statistical significance 
was assumed at p < 0.05.

The study was approved by  the Institutional Ethical 
Committee with the principles of the Declaration of Hel-
sinki and informed consent was obtained from all patients.

Results

Three examined gastric juices revealed the presence 
of MUC1 and MUC5AC mucins. Mucin expressions were 
determined as OD values (405 nm) in the ELISA test (Fig. 1).

Figure 2 shows the expression of specific carbohydrate 
structures on gastric glycoproteins, recognized by the ex-
amined lectins. Fuc linked by α1-2 bond to Gal or by α1-3 
bond to GlcNAc, recognized by the UEA lectin is observed 
at the highest level. A high level of sialic acid linked by α2-3 
bond to Gal, recognized by the MAA lectin, is also seen. 
Fuc linked by α1-3 to GlcNAc, recognized by the LTA lectin 
and the Galα1-3GalNAc structure, recognized by the PNA 
lectin, are observed at a much lower level.

The abovementioned lectins were used to check their 
influence on the binding of H. pylori to gastric mucins. 
Two concentrations of lectins were used: 40 and 0.4 µg/mL. 
In Fig. 3 we can observe that in all samples, the addition 
of UEA, MAA and PNA lectins (at a higher concentra-
tion) caused an increase in the binding of the bacterium 

Fig. 1. The level of MUC1 and MUC5AC mucins in the gastric juices 
of 3 patients (each bar represents an individual patient); data is presented 
as the mean of 6 replicates ±SD

Table 1. Specifications of antibodies used in the study

Antibody Clone Source Dilution

Anti-MUC1
Anti-MUC5AC
Anti-H. pylori (polyclonal, biotin-conjugated)
Horseradish peroxidase conjugated anti-mouse IgG

BC2
45M1

Thermo Scientific
Sigma
Abcam
Sigma

1:400
1:400

1:1,500
1:1,500

Table 2. The major binding specifications of lectins used in the study

Origin and abbreviations of lectins Binding preferences

Lotus tetragonolobus (LTA)
Ulex europaeus (UEA)
Maackia amurensis (MAA)
Arachis hypogaea (peanut) (PNA)

Fucα1-3GlcNAc
Fucα1-2Gal; Fucα1-3GlcNAc

NeuAcα2-3Gal
Galβ1-3GalNAc

1.4

1.2

1

0.8

0.6

0.4

0.2

0

A
40

5
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to mucins. In the case of the LTA lectin, only in one sample 
(Fig. 3b) was a slight decrease in H. pylori binding observed 
for a lectin concentration of 40 µg/mL. Generally, it can 
be seen that a smaller dose of lectins (0.4 µg/mL) induced 
less of an increase in bacterium binding.

Discussion

Secretory MUC5AC and epithelial MUC1 mucins, 
with their specific carbohydrate structures, are said to be 

involved in interactions with H. pylori adhesins.12,13 Some 
authors imply that Lewis antigens on the lipopolysaccha-
ride (LPS) of H. pylori are also involved in bacterial ad-
hesion.15 However, the exact mechanism of  interaction  
of H. pylori with the gastric epithelium still needs to be 
more precisely elucidated.

Some tested particles have been shown to inhibit or en-
hance the binding of the bacterium to epithelial carbohy-
drate antigens. It was revealed that anti-Le x MAb could 
promote the adhesion ability of an H. pylori strain with 

Fig. 3. LTA, UEA, MAA, and PNA lectins’ additive effect 
on Helicobacter pylori’s binding to gastric mucins

H. pylori (n = 12) was allowed to react with gastric mucins 
and the bound bacterium was assessed with polyclonal 
anti-H. pylori antibodies; black bars – samples without 
lectins; grey bars – samples treated with 40 µg/mL 

of specified lectins; white bars – samples treated with 
0.4 µg/mL of specified lectins; A, B, C – results for individual 
patients; binding of H. pylori without pretreatment with 
lectins (black bars) is stated as 100%; bars represent ±SD.

Fig. 2. The level of specific carbohydrate antigens (in the 
3 examined gastric juices) recognized by LTA, UEA, MAA, 
and PNA lectins (bars represent individual patients); data is 
presented as the mean of 6 replicates ±SD
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high Le x expression.15 According to the authors, MAb 
can serve as a kind of bridge to connect the Le x antigen 
of bacteria and the Le x antigen of the epithelium. These 
results are not in accordance with our latest studies with 
anti-Lewis b, anti-H type 1, and sialyl Lewis x antibodies. 
We revealed that the antibodies in question slightly inhib-
ited the binding of bacteria to the MUC1 mucin.16 In other 
studies, it was observed that neoglycoproteins of the Le b 
or sLe x oligosaccharides conjugated to human serum albu-
min (HSA) inhibited the adhesion of H. pylori to the gastric 
mucosa in vitro.9,20 Glycoconjugates of porcine milk also 
showed the inhibition of H. pylori adhesion.21 These find-
ings give more insight into the participation of peculiar 
sugar structures in interactions with bacterial adhesins. 
The exact elucidation of the mechanisms that H. pylori 
uses to colonize mucosal surfaces could lead to a complete 
understanding of how pathogens overcome barriers to in-
fection, such as the presence of a mucus layer.

The lectins isolated from certain plants which were used 
in our study are able to recognize specific sugar struc-
tures in a manner similar to antigen–antibody interac-
tions. Some lectins require that the particular sugar be 
in a terminal non-reducing position in the oligosaccha-
ride; others can bind to sugars within the oligosaccharide 
chain. The affinity between a lectin and its receptor may 
vary a great deal due to small changes in the carbohydrate 
structure of the receptor.22

In our study, we decided to use lectins that can recognize 
sugar structures which are said to act as carbohydrate re-
ceptors for H. pylori adhesins (LTA, UEA, or MAA) or are 
part of mucin structures (PNA) (Table 2). All the lectins 
used revealed the enhancement of H. pylori binding to gas-
tric mucins. Despite the different levels of sugar structures 
in gastric juices recognized by lectins, the increased bind-
ing effect was similar in all of the samples. It can sug-
gest that some non-specific interaction between lectins 
and carbohydrate structures in gastric juices are possible. 
The eventual participation of bacterial LPS carbohydrates 
in such interactions cannot be excluded. The lectins used, 
with their high affinity to specific sugar antigens, can act 
as agents which could crosslink bacterial and mucin car-
bohydrates, as well as other sugar structures of the gastric 
epithelium. The binding of the bacterium with mucins can 
protect the host from developing an infection because the 
pathogen would be trapped in mucus and washed away 
from the stomach. On  the other hand, interactions of   
H. pylori with surface carbohydrates could favor infection 
development by direct interactions of the bacterium with 
the epithelium.

We want to emphasize that our study should be treated as 
a preliminary one. More detailed experiments are planned 
for the future in order to explore the subject more deeply.
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Abstract
Background. Crohn’s disease (CD) and ulcerative colitis (UC) typically clinically manifest with symptoms like 
chronic diarrhea, cramps, abdominal pain, and rectal bleeding. However, symptoms of abnormal anorectal 
function seem to be of equal importance, regardless of the presence or absence of perianal disease.

Objectives. The aim of this study was to assess stool patterns and the prevalence of symptoms of disordered 
anorectal function, particularly urgency and fecal incontinence, and their severity in patients with inflam-
matory bowel diseases (IBDs).

Material and methods. Thirty-three patients with CD and 38 patients with UC completed a questionnaire. 
A push/strain maneuver was performed on all patients and 20 controls.

Results. Thirty-three patients had more than 3 bowel movements a day; 44 had loose/watery stools. 
Two patients had fewer than 3 bowel movements a week, 8 had hard/lumpy stools, and 3 used laxatives. 
Excessive straining and incomplete evacuation were reported by 17 and 38 patients, respectively. Fifty-two 
patients complained of urgency and 32 of tenesmus. Significantly, more UC patients than CD patients had 
urgency at least once a day (p < 0.04). The following symptoms were reported by patients in the following 
numbers: fecal incontinence (31), passive (20) and urge incontinence (16), incontinence to gas (24), as well 
as liquid (33) and solid stool (7). Stool/gas discrimination was defective in 28 patients. Eleven patients 
had to wear pads. Everyday functioning was worsened because of urgency/tenesmus in 39 patients and 
because of fecal incontinence in 28 patients. The push/strain maneuver was abnormal in 12 patients with CD,  
15 patients with UC and 1 control subject. The differences between the 2 study groups and the controls were 
significant (p < 0.03 and p < 0.01).

Conclusions. A majority of patients with IBD complain of urgency. Fecal incontinence is reported by over 
50% of patients. Both worsen patients’ everyday functioning. A relevant proportion of patients have symp-
toms consistent with constipation, which is in connection with an abnormal push/strain maneuver in more 
than 1/3 of them.

Key words: high-resolution manometry, fecal incontinence, inflammatory bowel disease
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Introduction

Crohn’s disease (CD) and ulcerative colitis (UC) be-
long to the group of inflammatory bowel diseases (IBDs). 
They  typically clinically manifest with symptoms such 
as chronic diarrhea, cramps, abdominal pain, rectal bleed-
ing, and low-grade fever. Some patients may even experience 
constipation, which is often overlooked when the frequent 
passage of blood and mucous is confused with diarrhea. 
The Rome III criteria for IBD are often met. In some patients 
with CD and UC, perianal diseases comprising ulcerations, 
fissures, abscesses, and fistulas are diagnosed. The symp-
toms of abnormal anorectal function, such as urgency, te-
nesmus and fecal incontinence, seem to be quite prevalent 
in patients with IBD, regardless of the presence or absence 
of perianal disease. These symptoms are extremely embar-
rassing, thus patients are unwilling to report them and very 
often doctors themselves do not ask about them. However, 
such symptoms may have a relevant impact on patients’ 
quality of life that cannot be ignored.

Objectives 

The aim of this study was to assess stool patterns and 
the prevalence of the symptoms of disordered anorectal 
function, urgency and fecal incontinence in particular, and 
their severity in patients with IBD.

Material and methods

Patients

Seventy-one patients with an  established diagnosis 
of CD and UC, who were hospitalized in the Department 
of Gastroenterology and Hepatology of Wroclaw Medical 
University, Poland, between 2007 and 2008, were included 
in this study. Patients who had had a diverting ileostomy 
or colostomy, colectomy or subtotal colectomy, colectomy 
with ileorectal anastomosis, or restorative proctocolec-
tomy with ileal pouch-anal anastomosis (IPAA), were 
excluded. The control group consisted of 20 volunteers 
without any symptoms of the lower gastrointestinal tract 
diseases and without any relevant concomitant chronic 
diseases, like diabetes mellitus or neurological disorders. 
The study group was divided into 2 subgroups: group I – 
patients with CD (n = 33), and group II – patients with UC 
(n = 38). Twelve operations for IBD were performed in 10 
patients with CD. In addition, 3 patients had a hemor-
rhoidectomy and 1 was operated on because of anal fissure. 
In the CD patients, the disease was localized in the ileum 
(Montreal L1) in 3 patients, in the colon (Montreal L2) in 16 
patients, and in both the ileum and colon (Montreal L3) 
in 12 patients. Thirteen patients had only luminal inflam-
matory changes (Montreal B1), 14 developed strictures 
(Montreal B2) and in 4 patients the disease had penetrating 

behavior (Montreal B3). Perianal disease (fistulas) was 
present in 3 patients. Among the UC group, in 4 patients 
IBD was restricted to the rectum (Montreal E1), 19 had 
left-sided UC (Montreal E2), and 13 patients presented 
extensive colitis (Montreal E3). A total of 15% of patients 
with CD and 42% of patients with UC were in clinical re-
mission (Crohn’s Disease Activity Index [CDAI] <150 and 
Rachmilewitz Index [IR] ≤4, respectively). Patient charac-
teristics and clinical details are shown in Table 1.

Questionnaire

All patients completed a  questionnaire consisting 
of 70 questions divided into 6 categories: general questions 
(demographic, social and professional, as well as concern-
ing smoking, nutrition); questions concerning the underly-
ing disease (time since diagnosis, onset of symptoms, man-
agement, presence of symptoms within the last 6 months, 
most troublesome symptom, abdominal pain and its relief 
after defecation); questions concerning bowel movements 
(frequency, consistency, straining during bowel move-
ment, feeling of incomplete evacuation, use of antidiar-
rheals and laxatives, Bristol stool form scale by Heaton 
and Lewis, questions concerning urgency and tenesmus 
(prevalence, frequency, deferral time); questions about fe-
cal incontinence (type of incontinence – passive or urge, 
fecal seepage, frequency of incontinence to gas, liquid and 
solid stool, incontinence at night, discrimination between 
stool and gas, wearing pads) as well as about the impact 
of the symptoms on the patient’s everyday functioning; 
and questions about factors which may influence anorec-
tal function (concomitant chronic diseases, medication, 
anorectal disorders, past abdominal and pelvic operations 
or perianal disease operations, radiotherapy).1 The women 

Table 1. Patient characteristics and clinical details

Characteristic CD UC Controls

Studied 33 38 20

Men/women 20/13 18/20 8/12

Age [years]* 40.8 (18–81) 45.5 (18–74) 41.4 (20–65)

Time since diagnosis

<1 year 17 12 –

1–8 years 10 15 –

>8 years 6 11 –

Medication 

Sulfasalazine 10 20 –

Mesalazine 20 23 –

Prednisone 12 14 –

Budesonide 1 2 –

Azathioprine 18 16 –

CD – Crohn's disease; UC –ulcerative colitis; * data expressed as mean 
(range).
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answered 9 extra questions related to gynecological and 
obstetrical factors. After receiving detailed instructions, 
patients were asked to fill in the questionnaire on their 
own. The mean response time was approx. 15 min. When-
ever a patient was unsure or had doubts, we discussed 
the answers with the patient the following day. This way, 
we tried to minimize the bias associated with inaccuracy 
or misunderstanding.

Anorectal manometry

In all patients and the 20 controls, a push/strain maneu-
ver was performed by means of anorectal manometry with 
the use of a 4-lumen water-perfused catheter (Zinectics 
Manometric Catheter; Medtronic, Minneapolis, USA). 
The  patient was asked to  bear down as  if  to  defecate. 
The test was considered abnormal if there was a paradoxi-
cal increase or decrease of less than 20% of the baseline 
anal resting pressure.

Statistical analysis

Statistical analysis was performed with the use of STA-
TISTICA v. 7.0 PL (StatSoft, Tulsa, USA). Proportions were 
compared using a χ2 test; p < 0.05 was considered statisti-
cally significant.

Ethical considerations

Written informed consent from all study participants 
was obtained. The study was approved by the Bioethical 
Committee of Wroclaw Medical University, Poland.

Results

Bowel movements

A total of 91% of patients with CD and 84% of patients 
with UC reported gastrointestinal symptoms within 
the  last 6 months. The most common symptoms were 
abdominal pain, diarrhea and vomiting in CD, and diar-
rhea, rectal bleeding and bloating in UC. Over 40% of pa-
tients in both groups eliminated more than 3 stools a day 
in the week preceding hospitalization, and more than 60% 
of patients had loose or watery stools. Six of the CD pa-
tients and 10 UC patients used antidiarrheals. One patient 
with CD and 1 patient with UC had fewer than 3 stools 
a week; in 3 patients from group I and in 5 patients from 
group II, the stools were hard or lumpy. Approximately 25% 
of the patients reported excessive straining while passing 
stools and in 50% of the patients a feeling of incomplete 
evacuation was noted. The differences between groups 
I and II in the above-mentioned parameters character-
izing bowel movements were not statistically significant 
(Table 2).

Defecatory maneuver

The defecatory maneuver was abnormal in 12 patients  
with CD, in  15 patients with UC and in  1  control  
(CD vs control, p < 0.03; UC vs control, p < 0.01).

Urgency and/or tenesmus

A total of 67% of patients with CD and 84% of the pa-
tients with UC reported urgency. It was present at least 
once a day in 25% of the patients with CD and in 50% 
of the patients with UC. The difference was statistically 
significant. Tenesmus was reported by more than 2/5 of pa-
tients in both groups. The period of time in which it is pos-
sible to defer defecation after the desire to evacuate, known 
as deferral time, was not longer than 5 min in 45% of CD 
patients and in 54% of UC patients. Urgency or tenesmus 
worsened everyday functioning in 55% of patients with CD 
and in 70% of patients with UC (Table 3).

Fecal incontinence

Fecal incontinence was present in 52% of patients diag-
nosed with CD and in 60% of patients diagnosed with UC. 
Ten patients in each group reported passive incontinence.  
Discharge of  fecal matter in  spite of  efforts to  retain 

Table 2. Bowel movements (BMs) in patients with IBD

Characteristic CD 
(n = 33)

UC 
(n = 38) p-value

BMs

>3/day 15 18 ns

≥6/day 3 8 ns

<3/week 1 1 ns

loose/watery 20 24 ns

hard/lumpy 3 5 ns

Excessive straining 7 10 ns

Feeling of incomplete evacuation 16 22 ns

Use of antidiarrheals 6 10 ns

Use of laxatives 0 3 ns

CD – Crohn's disease; UC – ulcerative colitis; IBD – inflammatory  
bowel disease.

Table 3. Urgency and tenesmus in patients with IBD

Characteristic CD (n = 31)* UC (n = 37)* p-value

Urgency 21 31 ns

Urgency at least once a day 8 19 <0.04

Tenesmus 14 18 ns

Deferral time ≤5 min 14 20 ns

Worsened daily functioning 
because of urgency/tenesmus

17 22 ns

CD – Crohn's disease; UC – ulcerative colitis; IBD – inflammatory bowel 
disease; * data was not available in 2 patients with CD and 1 patient with UC.
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bowel contents – urge incontinence – affected almost 25% 
of the patients in the 2 study groups. In 6 patients from 
group I and 5 patients from group II symptoms of passive 
and urge incontinence were present. Five patients from 
group I and 8 patients from group II admitted experiencing 
leakage of a small amount of stool without their awareness 
or staining of undergarments following an otherwise nor-
mal evacuation, i.e., fecal seepage. In both groups, the dis-
crimination between stool and gas was defective in more 
than 2/5 of patients, while 16% of them reported wearing 
pads because of incontinence (Table 4).

Table 4 differentiates patients with CD and UC depending 
on the type of fecal matter when incontinent. Grades I, II, 
and III, according to the Miller's Incontinence Score have 
the following significance: I – less often than once a month, 
II – from once a week to once a month, III – more than once 
a week.2 Incontinence to gas was present in 39% of patients 
with CD and in 32% of patients with UC; incontinence to liq-
uid stool was present in 45 and 51% of patients, respectively; 
and incontinence to solid stool was present in 10% and 11% 
of the patients, respectively (Table 5).

Fecal incontinence worsened  everyday functioning 
of 42% of CD patients and 51% of UC patients (Table 4).

Discussion

Diarrhea is the most characteristic symptom of IBDs. 
In UC it is caused by rectal mucosal inflammation, but in CD 
its character strictly depends on the location of the disease. 
In Crohn’s colitis, like in UC, especially when the rectum 
is inflamed, stools are frequent and scarce. As the inflam-
matory process and fibrosis of the rectal wall progresses, 
it becomes rigid and poorly extensible; diarrhea is the con-
sequence of this decreased rectal compliance. In small bowel 
disease, stools are large in volume. Steatorrhea or chologenic 

diarrhea are commonly observed. In our study, 40% of pa-
tients with CD and UC had more than 3  stools a  day 
in the week preceding hospitalization. In more than 60% 
of patients, they were loose or watery. 

However, 25% of patients with IBD reported excessive 
straining in order to defecate and more than 50% reported 
a feeling of incomplete evacuation. Constipation, defined 
as passing hard or lumpy stools, was present in 3 patients 
with CD and in 5 patients with UC. Three patients with UC 
used laxatives. Ulcerative colitis is commonly associated 
with symptoms such as diarrhea, rectal bleeding and ab-
dominal pain. Rao et al. assessed the prevalence of bowel and 
anorectal symptoms in 96 patients with active, quiescent, 
as well as distal and total UC. Urgency was present in 85% 
of cases, a feeling of incomplete evacuation in 78% and te-
nesmus in 63% of patients with active UC. These symptoms 
were all significantly less common in patients with quiescent 
colitis. Their prevalence was similar among patients with 
distal and total colitis, which may indicate that they are 
related to an inflamed distal colon and rectum. A total 
of 27% of patients with active UC voided hard stools, which 
was a significantly higher proportion compared to patients 
with quiescent colitis.3 When asked about the frequency 
of bowel movements, patients often attribute frequent pas-
sage of blood and mucous to diarrhea; this fact may lead 
to constipation being overlooked in many cases which other-
wise would have been diagnosed if stool consistency would 
had been taken into consideration as a criterion.

Rao and Read also analyzed the colonic transit of a test 
meal and stool weight and frequency in 62 patients with 
UC as well as in 20 healthy volunteers. Whole gut transit 
time was unchanged in UC patients in comparison with 
the control group. The authors suggest that diarrhea in UC 
is  associated with rectosigmoid inflammation rather 

Table 4. Fecal incontinence in patients with IBD

Characteristic CD 
(n = 33)*

UC 
(n = 38)* p-value

Fecal incontinence 14 17 ns

Passive incontinence 10 10 ns

Urge incontinence 7 9 ns

Incontinence to gas 12 12 ns

Incontinence to liquid stool 13 19 ns

Incontinence to solid stool 3 4 ns

Defective discrimination between 
stool and gas

13 15 ns

Wearing pads 5 6 ns

Worsened daily functioning 
because of fecal incontinence

13 15 ns

CD – Crohn's disease; UC – ulcerative colitis; IBD – inflammatory bowel 
disease; * data was not available in 2 patients with CD and 1 patient with UC.

Table 5. Frequency of fecal incontinence based on the type of fecal 
matter in patients with IBD (according to Miller’s score for fecal 
incontinence)2

Characteristic CD 
(n = 33)

UC 
(n = 38) p-value

Gas incontinence

I 4 3

ns
II 3 6

III 5 3

pooled 12 12

Liquid stool 
incontinence

I 5 6

ns
II 2 7

III 7 6

pooled 14 19

Solid stool incontinence

I 1 2

ns
II 0 1

III 2 1

pooled 3 4

n/a* 2 1 –

CD – Crohn's disease; UC – ulcerative colitis; IBD – inflammatory bowel 
disease; * data not available.



Adv Clin Exp Med. 2018;27(6):813–818 817

than rapid transit, and they recommend caution when 
prescribing such patients antidiarrheals, which could 
further impede proximal colonic transit.4

Constipation may be a dominant symptom of ulcerative 
proctitis, especially in elderly patients. Crispino et al. inves-
tigated the functional and morphologic features of the ano-
rectal region in 11 patients with inactive UC and consti-
pation, and in 10 patients with functional constipation. 
Patients with ulcerative proctitis had lower rectal compli-
ance, prolonged left colon transit and lower lateral rectal 
diameter than patients with functional constipation. This, 
according to the authors, suggests that constipation in ul-
cerative proctitis may be correlated with rectal fibrosis.5

Symptoms such as abdominal pain, diarrhea, constipation, 
pain relief with bowel action, urgency, straining in order 
to defecate, a feeling of incomplete evacuation, and flatulence 
are characteristic of  irritable bowel syndrome (IBS). 
Isgar et al., using the Manning criteria, demonstrated 
that 33% of patients with UC fulfilled the diagnostic criteria 
of IBS.6 Patients with UC, both active and in remission, 
had increased low-amplitude colonic propulsive activity 
with respect to controls, while there was no difference 
in the frequency of propagated contractions between active 
colitis patients and patients with IBS and diarrhea.7,8 This 
observation may at  least partially explain the presence 
of IBS symptoms in UC patients. In the study of Simren et al., 
IBS symptoms were present in 33% of patients with UC 
and in  57% of  patients with CD. Their presence was 
associated with increased levels of anxiety and depression 
and they worsened the patients’ general well-being.9

The defecatory maneuver was abnormal in 1/3 of patients 
with CD and UC, which constituted a significantly higher 
percentage compared to the control group. Previously, only 
Loening-Baucke et al. assessed this parameter in IBD pa-
tients. The results of a balloon defecation test were similar 
in patients with active and inactive UC and in healthy sub-
jects.10 The lack of anal relaxation during straining in a large 
number of UC patients may explain the excessive straining 
in order to defecate and the feeling of incomplete evacuation. 
It should be noted that this examination is very subjective 
and dependent on many factors, e.g., the degree of privacy 
and the  fact that  impaired anal relaxation may be seen 
in more than 20% of healthy subjects.11

The frequency of urgency in patients with UC in our 
study was similar to  the  frequency of  this symptom 
in the above-cited study by Rao et al., whereas tenesmus 
was present slightly more often (49% vs 63%).3 Urgency 
at least once a day occurred twice as often in patients with 
UC than in patients with CD. The deferral time in a study 
by Mueller et al. was not longer than 5 min in 50% of CD 
patients without active disease in the rectum as deter-
mined by endoscopy.12

Urgency and tenesmus are particularly unpleasant symp-
toms which may persist in patients with IBD despite optimal 
medical treatment and may be an indication for surgery. 
Buchmann et al., who compared 20 patients with CD who 

were suffering from urgency with 19 patients who did not 
report its presence, did not find any difference in anal rest-
ing and squeeze pressures or anal response to passive rectal 
filling. The authors suggested the role of small and large 
intestine dysmotilityin the pathogenesis of urgency in CD.13

Fecal incontinence was present in more than 50% of pa-
tients with CD and in approx. 60% of patients with UC. 
In the above-cited study by Rao et al., fecal incontinence 
was present in 18% of patients with distal active UC and 
in 31% of patients with total active UC.3 Fecal inconti-
nence is an especially embarrassing medical condition 
and patients are reluctant to report it to a physician unless 
asked directly. In both studies, a questionnaire was used. 
Kangas et al., who studied anorectal function in 63 patients 
with CD, found 17% of patients to be partially incontinent 
and 5% of patients to be totally incontinent.14 Urge in-
continence affected almost 25% of patients with CD and 
UC, which generally reflects the proportions observed 
in the literature.3,14

Our data points out the scale of  the problem of  fecal 
incontinence in  patients with IBD. In  the  study 
by Mueller et al., incontinence to gas, liquid stool and solid 
stool was diagnosed in 24%, 46% and 9% of patients with CD 
without endoscopic rectal changes, respectively.12 In our 
study, proctitis was confirmed in 9 patients (27%) with CD.

Incontinence to gas mainly affected patients with CD, 
while incontinence to gas and liquid stool occurred more 
often in patients with UC. Discrimination between stool 
and gas was impaired in more than 40% of patients with 
both CD and UC, and 16% of them had to wear pads because 
of incontinence. In the study by Mueller et al., the ability 
to discriminate between stool and gas was defective in 24% 
of patients with CD. A total of 12% of these patients wore 
pads because of incontinence.12

Fecal incontinence worsened everyday functioning 
in 42% of patients with CD and in 51% of patients with UC. 
Fecal incontinence and its related concerns could represent 
the elements of the symptomatology of IBD which are most 
constricting in everyday life. In a study aiming to provide 
optimal nursing care, 5 young adults, who were asked 
what mattered most as they lived with IBD, pointed out 
embarrassment and concerns related to fecal incontinence, 
among other aspects.15 In  UC patients, fear of  fecal 
incontinence can be obsessive and can lead to compulsive 
evacuation-checking. This can be called bowel obsession 
syndrome (BOS) and is a type of obsessive-compulsive 
disorder. Porcelli and Leandro described a male patient 
with UC and marked symptoms of  BOS who was 
successfully treated with antidepressants.16 Fear of fecal 
incontinence was the reason for sexual inactivity in 14% 
of women with CD in a study by Moody et al.17

Our data has clearly shown that fecal incontinence affects 
a large percentage of patients with both CD and UC, and 
constitutes an important element of the clinical picture 
which has a great impact However, the main limitation 
of this study is its relatively small overall sample size.



P. Petryszyn, L. Paradowski. Anorectal function in IBD818

References
1.	 Lewis SJ, Heaton KW. Stool form scale as a useful guide to intestinal 

transit time. Scand J Gastroenterol. 1997;32(9):920–924.
2.	 Miller R, Bartolo DC, Locke-Edmunds JC, et al. Prospective study 

of conservative and operative treatment for  fecal incontinence. 
Br J Surg. 1988;75(2):101–105.

3.	 Rao SS, Holdsworth CD, Read NW. Symptoms and stool patterns 
in patients with ulcerative colitis. Gut. 1988;29(3):342–345.

4.	 Rao SS, Read NW. Gastrointestinal motility in patients with ulcerative 
colitis. Scand J Gastroenterol Suppl. 1990;175:22–28.

5.	 Crispino P, Habib FI, Badiali D, et al. Colorectal motor and sensitiv-
ity features in patients affected by ulcerative proctitis with consti-
pation: A radiological and manometric controlled study. Inflamm 
Bowel Dis. 2006;12:712–718.

6.	 Isgar B, Harman M, Kaye MD, et al. Symptoms of irritable bowel syn-
drome in ulcerative colitis in remission. Gut. 198;24:190–192.

7.	 Bassotti G, de Roberto G, Chistolini F, et al. Twenty-four-hour mano-
metric study of colonic propulsive activity in patients with diarrhea 
due to inflammatory (ulcerative colitis) and non-inflammatory (irrita-
ble bowel syndrome) conditions. Int J Colorectal Dis. 2004;19:493–497.

8.	 Bassotti G, Villanacci V, Mazzocchi A, et al. Colonic propulsive and 
postprandial motor activity in patients with ulcerative colitis in remis-
sion. Eur J Gastroenterol Hepatol. 2006;18:507–510.

9.	 Simren M, Axelsson J, Gillberg R, et al. Quality of life in inflammatory 
bowel disease in remission: The impact of IBS-like symptoms and asso-
ciated psychological factors. Am J Gastroenterol. 2002;97(2):389–396.

10.	 Loening-Baucke V, Metcalf AM, Shirazi S. Anorectal manome-
try in active and quiescent ulcerative colitis. Am J Gastroenterol. 
1989;84(8):892–897.

11.	 Rao SS, Hatfield R, Soffer E, et al. Manometric tests of anorectal func-
tion in healthy adults. Am J Gastroenterol. 1999;94(3):773–783.

12.	 Mueller MH, Kreis ME, Gross ML, et al. Anorectal functional disorders 
in the absence of anorectal inflammation in patients with Crohn’s 
disease. Br J Surg. 2002;89:1027–1031.

13.	 Buchmann P, Kolb E, Alexander-Williams J. Pathogenesis of urgen-
cy in defecation in Crohn’s disease. Digestion. 1981;22(6):310–316.

14.	 Kangas E, Hiltunen KM, Matikainen M. Anorectal function in Crohn’s 
disease. Ann Chir Gynaecol. 1992;81(1):43–47.

15.	 Daniel JM. Young adults’ perceptions of living with chronic inflam-
matory bowel disease. Gastroenterol Nurs. 2002;25(3):83–94.

16.	 Porcelli P, Leandro G. Bowel obsession syndrome in a patient with 
ulcerative colitis. Psychosomatics. 2007;48(5):448–450.

17.	 Moody G, Probert CS, Srivastava EM, et  al. Sexual dysfunction 
amongst women with Crohn’s disease: A hidden problem. Digestion. 
1992;52(3–4):179–183.



DOI
10.17219/acem/68983

Copyright
© 2018 by Wroclaw Medical University 
This is an article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

Address for correspondence
Katarzyna Skórkowska-Telichowska
E-mail: cathcor@poczta.onet.pl

Funding sources
This publication is a part of the “WroVasc 
– Integrated Cardiovascular Centre” project, co-
financed by the European Regional Development 
Fund, within the Innovative Economy Operational 
Program, 2007–2013, conducted in the Regional 
Specialist Hospital, Research and Development 
Center in Wrocław, Poland.

Conflict of interest
None declared

Received on February 9, 2016
Reviewed on August 11, 2016
Accepted on February 14, 2017

Abstract
Background. An aggressive reduction of cardiovascular risk factors in patients with intermittent claudication (IC)  
is extremely important.

Objectives. The aim of this study was to investigate patients’ adherence to current guidelines for the 
recognition and reduction of atherosclerosis risk factors in peripheral arterial disease (PAD) in Poland.

Material and methods. The study included 126 patients with PAD stage II, according to the Fontaine 
Classification, who over a period of 2 years attended an angiological outpatient clinic and were referred for 
physical rehabilitation.

Results. In the 77% of PAD patients diagnosed with dyslipidemia, 72% had hypertension and 31% had 
diabetes. Suboptimal treatment was being given to 85.5% of patients with dyslipidemia, to 26% of patients 
with hypertension and to 95% of diabetics. In this study, a diagnosis of dyslipidemia, hypertension and 
diabetes was made for the 1st time in 22%, 7% and 4% of patients, respectively. As many as 17.5% of PAD 
patients with claudication were not receiving any antiplatelet therapy.

Conclusions. The diagnosis of dyslipidemia was insufficient (about 1/3 of the patients were undiagnosed), 
and diagnoses of hypertension and diabetes prevailed. It was established that the effective control of risk 
factors using relevant treatment is insufficient in dyslipidemia, hypertension and diabetes. Antiplatelet therapy 
was not prescribed in approx. 20% of cases.

Key words: diabetes, smoking, arterial hypertension, antiplatelet therapy, dyslipidemia
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Introduction

The guidelines on the Diagnosis and Treatment of Pe-
ripheral Artery Disease, established by the European So-
ciety of Cardiology (ESC) and applicable in Poland, deter-
mine and facilitate the treatment of atherosclerosis that 
occurs in different vascular beds.1 The guidelines should 
help angiologists make proper decisions in their daily prac-
tice. However, due to a lack of cohort studies, the very gen-
eral nature of the recommendations and the conservative 
character of the guidelines, the final decisions concern-
ing individual patients must be made by the responsible 
physician. In peripheral artery disease (PAD) patients, 
a multidisciplinary approach is recommended in order 
to establish a management strategy (class of recommenda-
tion: I, level of evidence: C). The most effective strategy 
for PAD treatment, according to the ESC guidelines, is the 
aggressive reduction of atherosclerosis risk factors, which 
include atherogenic dyslipidemia, hypertension, diabetes, 
obesity, and smoking.

Apart from lifestyle modifications, such as regular exer-
cise, a Mediterranean diet and cessation of smoking, patient 
care should include pharmacological treatment to control 
blood pressure (treatment with angiotensin-converting en-
zyme [ACE] inhibitors and beta-blockers have shown ben-
eficial effects), an appropriate lipid-lowering statin therapy, 
and glycaemia treatment in diabetic patients.1 All PAD 
patients should receive antiplatelet therapy.1

The aim of this study was to determine the adherence 
to  the current recommendations regarding the reduc-
tion of atherosclerosis risk factors in patients with PAD 
in Poland.

Material and methods

From a group of 219 subjects with atherosclerosis of the 
lower extremities who were examined in the angiology out-
patient unit over a 2-year period (2011–2013), 126 subjects 
fulfilled the criteria for participation in physical exercise 
training and were enrolled in the study.

Recruitment into the rehabilitation program was limited 
to patients with stable claudication without any limitations 
or contraindications for physical exercise. The inclusion 
and exclusion criteria for participation in physical training 
are listed in Table 1.

Risk factor profile

The profile of risk factors and treatment were deter-
mined during admission to the angiology outpatient unit 
based on a self-reported medical history. Measurement 
of blood pressure and laboratory tests were also performed 
during the visit.

In the study, references to current treatment guidelines 
for dyslipidemia, hypertension and diabetes reflected the 

ESC Guidelines on the Diagnosis and Treatment of Periph-
eral Arterial Disease, 2011.1

Dyslipidemia was defined in accordance with the Third 
Report of the Adult Treatment Panel (ATP III) of the Na-
tional Cholesterol Education Program guidelines as a high 
concentration of total cholesterol, low-density lipoprotein 
(LDL) cholesterol ≥100 mg/dL, triglycerides ≥150 mg/dL, 
and/or a low high-density lipoprotein (HDL) cholesterol 
level of <40 mg/dL for men and <50 mg/dL for women.3

Optimal treatment of previously recognized dyslipid-
emia was defined as an LDL cholesterol level of ≤100 mg/dL  
(in  asymptomatic PAD patients), or ideally, a  level 
of ≤70 mg/dL (in symptomatic patients – that is, with in-
termittent claudication [IC]), and all cholesterol and tri-
glyceride counts within normal ranges.

Arterial hypertension was outlined by  the 8th Joint 
National Committee guidelines and defined as an sys-
tolic blood pressure/diastolic blood pressure (SBP/DBP)  
of ≥140/90 mm Hg in patients aged <60 years and ≥150/90 
mm Hg in patients aged ≥60 years, with or without anti-
hypertensive treatment.4

Optimal treatment in  patients with previously di-
agnosed arterial hypertension was defined as an SBP/
DBP of ≤140/90 mm Hg in patients aged ≤60 years and 
of ≤150/90 mm Hg in patients aged ≥60 years.

A glycated hemoglobin (HbA1c) level of ≥7% indicated 
suboptimal glycemic control in diabetics. Newly diagnosed 
diabetes was defined as a fasting glucose concentration 
of ≥126 mg/dL accompanied by symptoms of uncontrolled 
diabetes. Impaired fasting glucose (defined as prediabetes) 
was established as a fasting glucose level between 110 mg/dL  
and 125 mg/dL.5

Routine laboratory tests were performed on peripheral 
blood collected in the morning after an 8-h fast. Laborato-
ry tests included a complete blood count with a differential 
and biochemical profile, including blood urea, creatinine, 
C reactive protein (CRP), fibrinogen, a lipid panel with total 
cholesterol, HDL cholesterol, LDL cholesterol, and triglyc-
erides, as well as sodium, potassium and glucose levels. 

Table 1. Inclusion and exclusion criteria for participation in the study2

Inclusion criteria

•  Age over 40 years
• � Documented IC which is stable for at least 3 months, considered for 

physical rehabilitation program
• � IC distance: 30–320 m (stage II according to the Fontaine 

Classification), ABI ≤0.9

Exclusion criteria

• � PAD Fontaine stage I (pain-free distance on a treadmill >500 m, 
unlimited walking ability) and stage III/IV (rest pain, ulcerations)

• � Physical limitation due to advanced cardiovascular disease, 
orthopedic disorders, balance disorders, or dementia

•  Vascular surgery or other invasive treatment during the last 3 months
•  Logistical obstacles: distance to the place of physical rehabilitation
•  Simultaneous participation in another research programs
•  Anticipated problems with patients’ compliance with the program

ABI – ankle brachial index; IC – intermittent claudication; PAD – peripheral 
artery disease.
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This was performed using standard laboratory techniques 
carried out in the angiology unit (Table 2). 

The patients’ profile of atherosclerosis risk factors al-
lowed for the division of the subjects into 3 groups:

1.  Patients with previously diagnosed risk factors, treat-
ed optimally according to applicable standards;

2.  Patients with previously diagnosed risk factors whose 
treatment was not optimal (the therapeutic objectives were 
not achieved);

3.  Patients in whom atherosclerosis risk factors had not 
previously been diagnosed.

Statistical analysis

Normality was tested using the D’Agostino-Pearson test. 
Comparison between quantitative variables was performed 
using the Mann-Whitney U test (for 2 variables) and the 
Kruskall-Wallis test (for more than 2 variables). Analysis 
of the relationships between qualitative variables was per-
formed using the c2 test. Statistical analysis was performed 
using R for Windows (v. 3.1.2). All results with p < 0.05 
were considered significant. The demographic and clinical 
characteristics of the study group were reported as median 
and interquartile ranges or as counts and percentages, as 
appropriate.

Ethical approval

Ethical approval was obtained from the local bioethics 
committee (Bioethics Committee, Wroclaw Medical Uni-
versity, Poland, No. 130/2008 KB). All the patients were 
provided with written information on the purpose and 
design of the study.

Results

The main clinical and biochemical data of the examined 
group are summarized in Table 3.

Dyslipidemia

A history of dyslipidemia was reported in 97 subjects 
(77%), with a mean level of total cholesterol amounting 
to 167 ±36 mg/dL, mean LDL cholesterol of 92 ±30 mg/dL,  
mean HDL cholesterol of 46.5 ±11 mg/dL, and a mean level 
of triglycerides of 141 ±80 mg/dL.

Optimal therapy was observed in 14 subjects (14.4% of the 
97 patients) with a mean level of total cholesterol amounting 
to 122 ±17 mg/dL, mean LDL cholesterol of 53 ±9 mg/dL,  
mean HDL cholesterol level of 49 ±11 mg/dL, and triglyc-
erides of 97 ±34 mg/dL.

Suboptimal therapy was observed in 83 subjects (85.5% 
of the 97 patients) with a mean level of total cholester-
ol amounting to 174 ±33 mg/dL, mean LDL cholesterol 
of 98 ±27 mg/dL, mean HDL cholesterol of 46 ±11 mg/dL, 
and triglycerides of 148 ±83 mg/dL. Undiagnosed cases 
of dyslipidemia were found in 28 subjects (22% of the total 
sample of 126 patients). These were new cases of dyslip-
idemia with mean levels of total cholesterol amounting 
to 202 ±42 mg/dL, mean LDL cholesterol of 123 ±32 mg/dL, 
mean HDL cholesterol of 45 ±8 mg/dL, and triglycerides 
of 154 ±84 mg/dL. Patients that had not been diagnosed 
before participating in the study had significantly higher 
total cholesterol levels than the group undergoing treat-
ment (p = 0.0003) and significantly higher LDL cholesterol 
levels (p = 0.0001). HDL cholesterol levels and triglycerides 
were higher in the untreated group, but not significantly.

Table 2. Entire population data (patients’ characteristics and disease history). 
Descriptive data is presented as mean ± standard deviation or number (%)

General information

Number of subjects 126

Age [years] 67.4 ±8.3

Gender

Female,  n (%) 34 (27)

Male, n (%) 92 (73)

BMI [kg/m2] 27.5 ±4 

City dwellers, n (%) 120 (95.3)

Village dwellers, n (%) 6 (4.7)

Angiological profile

Type of ischemia, n (%)

Aorto-iliac 9 (7)

Femoro-popliteal 74 (59)

Infra-popliteal 24 (19)

Multilevel lesions 19 (15)

Fontaine class, n (%)

Class II a (>200 m) 8 (6.4)

Class II b (<200 m) 118 (93.6)

ABI 0.61 ±0.22

Initial claudication distance [m] 95.9 ±58

Absolute claudication distance [m] 175.6 ±98.8

Medical history, n (%)

Diagnosed diabetes type 2 39 (31)

Diagnosed arterial hypertension 91 (72)

Diagnosed dyslipidemia 97 (77)

Diagnosed CHD
54 (42.8), after ACS 20 (15.8); 

stabile angina pectoris 34 (27) 

History of CHF 41 (32.5) 

History of stroke 13 (10.3)

History of cancer 15 (11.9)

History of thyroid diseases 10 (7.94)

History of kidney failure 15 (11.9)

Chronic venous insufficiency 11 (8.7)

Osteoarthritis 37 (29.3)

COPD 2 (1.6)

Osteoporosis 2 (1.6)

ABI – ankle brachial index; ACS – acute coronary syndrome; BMI – body 
mass index; CHD – coronary heart disease; CHF – chronic heart failure; 
COPD – chronic obstructive pulmonary disease.
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An absence of dyslipidemia was observed in only 1 case, 
with a total cholesterol amounting to 116 mg/dL, LDL cho-
lesterol level of 70 mg/dL, HDL cholesterol of 33 mg/dL,  
and triglyceride level of 65 mg/dL.

In subjects with previously diagnosed dyslipidemia, the 
most commonly prescribed medications were statins (88 sub-
jects – 91%), while 5 subjects (5%) were taking 2 cholesterol-
lowering agents (statin + fibrate) and 4 subjects (4%) were 
on fibrate therapy. Two main types of statins were being ad-
ministered: 76% of patients (n = 67) received atorvastatin 
and 20% (n = 17) were given simvastatin. The patients con-
sidered to be receiving optimal treatment had significantly 
lower total cholesterol levels (p = 0.0001), LDL cholesterol 
levels (p = 0.0001) and triglycerides (p = 0.022). HDL cho-
lesterol levels did not vary significantly, but were higher 
in the group treated optimally.

Hypertension

Arterial hypertension was diagnosed in 91 subjects prior 
to the study, representing 72% of the study sample; in this 
group of patients, the mean SBP was 134 ±16 mm Hg and 
DBP was 77 ±8 mm Hg.

Management of hypertension was suboptimal in 24 sub-
jects (26% of subjects with hypertension). In this group, the 
mean SBP was 156 ±9 mm Hg and DBP was 80 ±7 mm Hg.

The optimal treatment was prescribed in 67 patients 
(74% of  subjects with hypertension) with a  mean SBP 
amounting to 127 ±10 mm Hg and DBP of 76 ±8 mm Hg.

Hypertension was unrecognized in 7% (n = 9) of the 
sample with a  mean SBP of  150  ±8  mm Hg and DBP 
of 88 ±5 mm Hg. All 3 groups of patients (those treated 
optimally, treated suboptimally and undiagnosed) differed 
significantly in terms of both SBP (p = 0.0005) and DBP 
(p = 0.0001). An absence of hypertension was observed 
in 26 patients (20.63%).

In patients with previously diagnosed hypertension, 20% 
(n = 18) were receiving monotherapy, while 21% (n = 19) 
were receiving dual hypertensive therapy. Triple therapy 
had been prescribed in 30% of subjects (n = 27), repre-
senting the most common regimen. A combination of 4 
medicines was prescribed to 21% of patients (n = 19). Five 
medicines had been prescribed less frequently (6%; n = 6), 
though 2 patients (2%) were taking 6 medicines. There were 
no significant differences in SBP or DBP relative to the 
number of antihypertensive medications used; neverthe-
less, the lowest pressure was observed in patients treated 
with 3 medications.

The most frequently used medications were ACE in-
hibitors (57% of subjects with diagnosed hypertension, 
n = 52) and diuretics (54% of subjects with diagnosed 
hypertension, n = 49), followed by calcium channel block-
ers and other kinds of  antihypertensive medications.  
Of the ACE inhibitors, the most frequently prescribed 
medications were ramipril (54%, n = 28), followed by per-
indopril (23%, n = 12), quinapril (15%, n = 8) and other 
medications. The most frequently prescribed diuretics 
were Indapen® SR (45% of patients who received diuretics, 

Table 3. Risk factor profile of PAD patients (n = 126). Descriptive data is presented as mean ± standard deviation or number (%)

Variable Entire population
(n = 126)

A: patients with 
diagnosed diabetes

(n = 39; 30.952%) 

B: patients without 
diabetes  

(n = 87; 69.047%)

p-value
(A vs B)

Fasting glucose level [mg/dL] 117 ±35 147 ±35 103 ±24 0.0001

HbA1c [%] 10 ±0.5 10 ±0.5  – –

Total cholesterol [mg/dL] 174 ±41 169 ±39 177 ±41 0.26

LDL cholesterol [mg/dL] 98 ±33 93 ±30 101 ±34 0.12

HDL cholesterol [mg/dL] 46 ±10 44 ±10 47 ±10 0.16

Triglycerides [mg/dL] 144 ±81 149.5 ±73 141 ±85 0.19

CRP [mg/L] 6 ±13 6.5 ±20 6 ±9 0.022

Homocysteine [umol/L] 14 ±5 13 ±5 15 ±5 0.16

Fibrynogen [g/L] 4 ±1 4 ±1 4 ±1 0.46

SBP [mm Hg]
DBP [mm Hg]

133 ±15
78 ±7

133 ±15
77 ±8

133 ±15
78 ±7

0.62

Pulse rate [bpm] 75 ±12 74 ±12 76 ±13 0.85

ABI 0.6 ±0.2 0.64 ±0.3 0.60 ±0.1 0.92

BMI [kg/m2] 27.5 ±4 28.7 ±3 27.0 ±4 0.018

Current smokers, n (%) 32 (25%) 10 (8%) 22 (17.5%) 0.43

Ever-smokers, n (%) 17 (13.5%) 3 (2.3%) 14 (11%) 0.43

Initial claudication distance [m] 95.9 ±58 106 ±72 91 ±50 0.94

Absolute claudication distance [m] 175 ±99 179 ±107 174 ±95 0.76

p-value of <0.05 was considered statistically significant; BMI – body mass index; CRP – C reactive protein; LDL – low-density lipoprotein; HDL – high-density 
lipoprotein; SBP – systolic blood pressure; DBP – diastolic blood pressure; ABI – ankle brachial index.
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n = 22), hydrochlorothiazide (26.5% of patients who re-
ceived diuretics, n = 13), and loop diuretics, such as fu-
rosemide and torasemide (28.6% of patients who received 
diuretics, n = 14).

Fifty-five patients (43.6% of the entire study population) 
were using beta-blockers, bisoprolol being the most fre-
quently prescribed medication (54.5%, n =30), followed 
by carvedilol (18%, n = 10), metoprolol (12.7%, n = 7) and 
nebivolol (9%, n = 5).

The most frequently administered drug combination, 
which was given to 14 patients (15%), consisted of perin-
dopril and Indapen® SR.

Diabetes

A history of diabetes was reported in 39 patients (31%). 
The mean fasting blood glucose level was 147 ±36 mg/dL, 
and the mean HbA1c level was 10 ±0.5%.

Suboptimal glycemic control was found in 37 cases (95%),  
in  which the mean fasting blood glucose level was 
152  ±4  mg/dL. In  2  patients (5%) who exhibited opti-
mal glucose control, the mean fasting blood glucose was 
85.5 ±0.7 mg/dL.

During the study, prediabetes (impaired fasting glucose) 
was diagnosed for the 1st time in 14 subjects (11%); the 
mean fasting glucose level in this group was 116 ±5 mg/dL.  
Newly diagnosed cases of diabetes affected 5 patients (4%).  
The  mean fasting glucose level in  this group was 
181 ±40 mg/dL.

Normal glucose control was found in 68 patients (54%) 
with fasting blood glucose levels of 91 ±7 mg/dL. All 3 
groups of patients (those with diagnosed diabetes, those 
with existing but previously undiagnosed diabetes, and 
healthy individuals without diabetes) differed significantly 
in terms of fasting glucose levels (p = 0.0001).

Out of the 39 subjects who had diabetes, 29 were taking 
oral hypoglycemic medications, 3 subjects were being treat-
ed with insulin therapy and 7 subjects received both insu-
lin and oral hypoglycemic therapy. In the group of patients 
who were administered oral medicines, 16 received mono-
therapy (a mean fasting glucose level of 125 ±37 mg/dL),  
11 patients received double therapy (a mean fasting glu-
cose level of 152 ±21 mg/dL) and 2 patients were admin-
istered triple therapy (with a mean fasting glucose level 
of 152.5 ±37 mg/dL). The most frequently prescribed oral 
hypoglycemic medicine was metformin. Patients who 
were treated with insulin had a mean fasting glucose level 
of 144.6 ±5 mg/dL.

Diabetes, hypertension and dyslipidemia were ob-
served in 28 subjects concomitantly (22.2% of  the en-
tire study population). Diabetes plus hypertension was 
observed in 6 subjects (5% of the entire study population). 
Diabetes plus dyslipidemia (without hypertension) was 
observed in 2 cases (1.6%). Only 3 subjects who were di-
agnosed with diabetes did not have either hypertension 
or dyslipidemia.

Anticoagulation/antiplatelet therapy

Antiplatelet therapy was being used by 104 subjects 
(82.5% of  the 126  patients), the most common being 
monotherapy. Aspirin monotherapy was being taken by 74 
subjects (59%), followed by clopidogrel (1.6%, n = 2) and 
ticlopidine (1.6%, n = 2). Dual therapy was administered 
to 19 patients (15%). The most common therapies were 
the concomitant treatment of aspirin with clopidogrel 
(17 patients, 13.5%) and aspirin with ticlopidine (2 patients, 
1.6%). The prescription of dual therapy was not the result 
of previous invasive interventional cardiology, but was due 
to atherosclerosis of the lower limbs. One subject (0.8%) 
was administered triple therapy: aspirin, clopidogrel and 
acenokumarol. Anticoagulation therapy was being given 
to 3 patients only (4%). Twenty-two individuals (17.5%) 
were not currently receiving anticoagulant or antiplatelet 
therapy.

Other medicines  
taken for peripheral artery disease

Thirty-five subjects from the entire study population 
(28%) were taking pentoxifylline, the average dose being 
1200 mg per day (600–1800 mg). Sulodexide was taken 
by 13 patients (10.3%) with an average dose of 500 mg per 
day. Bencyclane was taken by 15 patients (12%); the average 
dose was 400 mg per day.

Smokers

In the entire study group, 49 patients (39%) were current 
or ex-smokers, and 32 patients (25%) were current smokers. 
None of them had previously received any pharmacological 
tobacco cessation therapy, according to their self-declared 
medical history. The patients smoked 20 cigarettes a day 
on average. Ex-smokers accounted for 14% (n = 17) of the 
study population.

Physical activity

None of the patients in the study group were participat-
ing in any regular, long-lasting physical activity.

Discussion

The main finding of this study is that in the group of PAD 
claudicants admitted to an angiology outpatient unit, the 
atherosclerosis risk factors had been underestimated and 
when diagnosed, they were treated incorrectly. The cur-
rent study revealed that 77% of PAD patients were diag-
nosed with dyslipidemia, 72% had hypertension and 31%  
had diabetes. Suboptimal treatment was received by 85.5% 
of patients with dyslipidemia, 26% of patients with hyper-
tension and 95% of diabetics. In this study, dyslipidemia, 
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hypertension and diabetes were diagnosed for the 1st time 
in 22%, 7% and 4% of the subjects, respectively. A total 
of 17.5% of PAD patients with claudication were not receiv-
ing any antiplatelet therapy.

Lipid-lowering therapy

The ESC guidelines require an active search for ath-
erogenic dyslipidemia in symptomatic PAD patients and, 
following diagnosis, aggressive lipid-lowering therapy.  
All patients with PAD should have their serum LDL cho-
lesterol reduced to <100 mg/dL, or to <70 mg/dL, ideally; 
when the target level cannot be reached, the physician 
should consider lowering the LDL cholesterol by 50% or 
more of the level before treatment, according to the guide-
lines (class of recommendation: I, level of evidence: C). 
The most important medications which reduce the risk 
of mortality, cardiovascular events and stroke, and those 
which increase the absolute walking distance in patients 
with PAD with and without coronary heart disease (CHD), 
are statins, especially simvastatin.1,3,6–8

The data revealed that 77% of PAD patients were dys-
lipidemic before the study began, and that a further 22% 
of subjects were not diagnosed with dyslipidemia before-
hand. Nonetheless, when dyslipidemia was diagnosed, only 
14.4% of the affected subjects achieved the goals of ESC 
treatment for LDL levels. These results could be the con-
sequence of not following the guidelines or they may sug-
gest a lack of awareness on the part of physicians and pa-
tients, who did not test for dyslipidemia. The 2 main types 
of statins administered were atorvastatin in 76% of patients 
(n = 67) and simvastatin in 20% of patients (n = 17).

Antihypertensive drugs

All patients with PAD, according to the ESC guidelines, 
should have their blood pressure reduced to ≤140/90 mm Hg  
(class of recommendation: I, level of evidence: A).1,4 Treat-
ment with angiotensin-converting enzyme inhibitors 
has shown a beneficial effect by lowering blood pressure 
in high-risk groups.9,10 Importantly, beta-blockers are not 
contraindicated in patients with PAD (class of recommen-
dation: IIa, level of evidence: B). Beta-blockers should be 
considered in the treatment of concomitant coronary artery 
disease and/or heart failure (class of recommendation: IIa,  
level of evidence: B).11

According to the results of this study, hypertension was 
detected in 72% of the study group, which was higher than 
the findings of the Framingham Offspring Study (69%) 
and lower than the findings in  the PARTNERS study 
(88%).12,13 The detection of hypertension is  imperative, 
but of even more importance to the current study is that 
26% of patients with recognized hypertension were re-
ceiving suboptimal treatment. Seven percent of the entire 
study group had unrecognized hypertension.1,6 The detec-
tion of atherosclerosis risk factors and the achievement 

of treatment goals are better in the case of hypertension 
than in dyslipidemia in Poland. Nevertheless, almost 1/3 
of antihypertensive PAD subjects were receiving subopti-
mal treatment.

Diabetes

In patients with PAD and diabetes, the recommend-
ed HbA1c level is ≤6.5% according to ESC criteria (class 
of recommendation: I, level of evidence: C)1 and ≤7% ac-
cording to American Diabetes Association (ADA) criteria 
(level of evidence: B).14 Diabetic PAD patients have poorer 
leg function, higher body mass index (BMI), increased 
neuropathy, and more cardiovascular comorbidities than 
PAD patients without diabetes.15–17 Additionally, inad-
equate treatment of diabetes increases the risk of mortality 
in PAD patients.12 For these reasons detection and treat-
ment of diabetes in PAD patients should be imperative.

In the current study, 31% of patients had previously di-
agnosed diabetes. Prediabetes was found in 11% of cases 
and unrecognized diabetes was found in 4%, using only 
the venous fasting glycaemia test. The majority of diabet-
ics (95%) were being undertreated, with an HbA1c level 
higher than the recommended range. The study revealed 
that although the recognition of diabetes seems to be suf-
ficient in PAD patients in Poland, the level of inadequate 
treatment is considerable and requires improvement.

Antiplatelet and antithrombotic therapy

According to ESC guidelines, the incidence of vascular 
death, non-fatal myocardial infarction and non-fatal stroke 
was significantly reduced at follow-up by the use of anti-
platelet drugs (class of recommendation: I, level of evi-
dence: C).1,18 A low dose of aspirin (75–100 mg daily) was 
at least as effective as higher daily doses.1 The CAPRIE 
trial demonstrated that clopidogrel is as efficacious as as-
pirin in preventing major cardiovascular events in patients 
with PAD.19 The insignificant benefits of dual antiplatelet 
therapy do not overcome the increased risk of bleeding 
in patients with PAD, so its recommendation is not justi-
fied.20,21 Antiplatelet therapy is recommended in all pa-
tients with symptomatic PAD.1

In the current study, 82.5% of the entire population were 
using antiplatelet therapy. Aspirin (an average daily dose 
of 150 mg), as a recommended therapy, was the most com-
mon antiplatelet therapy (59%), followed by clopidogrel and 
ticlopidine in the same proportions (1.6%). Anticoagula-
tion therapy was being used in 4% of cases. Approximately 
17.5% of the patients in the study sample (n = 22) were not 
currently receiving antiplatelet or anticoagulant therapy, 
but no contraindications to this therapy were identified 
in this group of patients. Moreover, 15% of the subjects 
were administered dual antiplatelet therapy, without 
any cardiological or angiosurgical indications for such 
treatment.
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Other medicines  
taken for peripheral artery disease

Phosphodiesterase inhibitor was one of the 1st drugs 
used in patients with arteriosclerosis obliterans. It  im-
proves the rheological properties of  blood and is  also 
believed to increase the claudication distance by about 
100 m.22 Our study revealed that 35 subjects from the 
entire population (only 28%) were taking pentoxifylline, 
with an average dose of 1200 mg per day (600–1800 mg ).  
Sulodexide was taken by 13 patients (10.3%), with an aver-
age dose of 500 mg per day. Bencyclane was taken by 15 pa-
tients (12%) at an average dose of 400 mg per day.

Lifestyle modifications

Smoking is an important risk factor for PAD. In the gen-
eral population, smoking increases the risk of PAD between  
2-fold and 6-fold. Current smokers with PAD have an in-
creased risk of limb amputation and are at an increased risk 
of postoperative complications and mortality.23–25 Smokers 
should be advised to quit smoking and be offered smok-
ing cessation programs (class of recommendation: I, level 
of evidence: B).1

A limitation of the study was the use of self-reported 
smoking history without validating it by means of biological 
markers. Out of the 126 patients who were admitted to the 
outpatient angiology unit with a low walking distance, 25% 
were active smokers. This number seems very low in com-
parison to the PARTNERS study and the Rotterdam Study, 
in which 70% of the PAD patients were active smokers.25

Non-pharmacological methods of improving the length 
and quality of life in the form of a balanced diet, weight 
control and regular exercise were not being used by any 
of the patients.

Conclusions

There is a strong need to carefully diagnose dyslipidemia 
in PAD patients. The prescription of antiplatelet therapy 
to PAD patients should be more widespread. The rate 
of hypertension and diabetes in PAD patients appears 
to be high, but physicians should place greater emphasis 
on achieving optimal treatment goals.
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Abstract
Background. Growing evidence suggests that activation of blood coagulation exerts protective functions 
during inflammation. However, it has been hypothesized that dysregulated immunothrombosis may lead 
to venous thromboembolism (VTE). Antinuclear antibodies (ANAs) are considered to promote the thrombotic 
tendency but there have been no reports on the association between ANAs and VTE.

Objectives. The objective of this study was to investigate if the presence of ANAs is associated with VTE.

Material and methods. We enrolled 283 consecutive patients, aged 18–66 years old, following a VTE 
episode, and 165 age-matched healthy controls. Patients with documented autoimmune diseases (n = 56, 
19.79%), including antiphospholipid syndrome (n = 48, 16.9%), were excluded. Antinuclear antibodies were 
determined based on immunofluorescence. The specific immunofluorescence patterns observed at serum 
dilution equal to or greater than 1:100 were considered as positive ANAs.

Results. The final analysis included 227 patients (aged 41.07 ±11.4, 98 males, 129 females) following 
provoked (n = 111) or unprovoked (n = 116) VTE. Ninety-four (42.2%) patients had positive ANAs, including 
32 (33.3%) with ANAs titer ≥1:320, whereas as few as 14 (8.4%) controls had positive ANAs (p < 0.007). 
ANA-positive patients were more commonly diagnosed with unprovoked (n = 55; 57.4%) than provoked 
VTE (n = 39; 40.6%) (p = 0.03). A similar observation was made for ANAs titer ≥1: 320 (26 patients with 
unprovoked vs 20 patients with provoked VTE, p = 0.04). The presence of ANAs in the patient group did 
not correlate with age, sex, time since the VTE event, type of anticoagulation and its quality, inflammatory 
markers and D-dimer.

Conclusions. The prevalence of positive ANAs was 5 times higher among VTE patients than in controls. 
Antinuclear antibodies occur commonly in VTE and might be involved in the pathogenesis of unprovoked VTE.

Key words: venous thromboembolism, deep vein thrombosis, antinuclear antibodies
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Introduction

Venous thromboembolism (VTE), encompassing deep 
vein thrombosis (DVT) and pulmonary embolism (PE), 
is  a  multifactorial disease.1 Venous thromboembolism  
is considered to be “provoked” in the presence of a tempo-
rary or reversible risk factor (such as surgery, trauma, im-
mobilization, pregnancy, oral contraceptive use or hormone 
replacement therapy) within the last 6 weeks to 3 months 
before diagnosis, and “unprovoked” in the absence thereof. 
The identification of potential risk factors plays a crucial role 
in the decision-making process about the duration of ther-
apy. Patients with antiphospholipid syndrome, those with 
a deficiency of antithrombin, protein C or protein S, and 
patients homozygous for factor V Leiden or prothrombin 
G20210A (PTG20210A), may be candidates for indefinite an-
ticoagulant treatment after a 1st unprovoked VTE.2 Modern 
thrombophilia testing fails to identify any underlying pro-
thrombotic tendency in a significant number of patients pre-
senting with objectively confirmed VTE.3 Overall, 25–50% 
of patients with the first-time VTE have an idiopathic condi-
tion, without a readily identifiable risk factor.4

Correlative studies have hinted at a relationship between 
DVT and immune responses mainly associated with DNA 
and neutrophils leading to a concept of immunothrombo-
sis.5 Growing evidence suggests that activation of blood 
coagulation exerts critical protective functions during in-
flammation. However, it has been hypothesized that dys-
regulated immunothrombosis may lead to VTE.

Antinuclear antibodies are considered to  promote 
the thrombotic tendency directly by causing intimal dam-
age due to their binding to the intimal cell wall and indi-
rectly by causing a disorder of the intimal function due 
to their binding to intracellular structures of intimal cells 
such as the nucleus and cytoplasm.6,7 Unlike antiphospho-
lipid antibodies, which bind to the cell wall in a restricted 
manner, ANAs bind to various cell components and may 
contribute to the thrombotic tendency by diverse mecha-
nisms. Moreover, ANAs are involved in vascular disorders 
such as Raynaud’s phenomenon.7

To the best of our knowledge, there have been no reports 
on the association between ANAs and VTE. Thus, the aim 
of our study was to investigate the prevalence of ANAs 
in patients following VTE. 

Material and methods

Patients

We recruited 283 consecutive patients following docu-
mented provoked or unprovoked VTE (aged 18–66 years) 
who were referred to the Center for Coagulation Disorders 
in the John Paul II Hospital (Kraków, Poland) for further 
laboratory work-up between June 2013 and September 
2015. Minimum time from the acute VTE episode prior 

to recruitment was 3 months. All the patients were treated 
with low molecular weight heparins followed by oral an-
ticoagulants. The exclusion criteria were: acute coronary 
syndrome or stroke within the preceding 6 months, known 
malignancy, signs of acute infection or acute VTE, long-
term antithrombotic treatment for other indications, e.g., 
atrial fibrillation or prosthetic cardiac valve implantation, 
pregnancy or postpartum period, end-stage kidney disease, 
documented autoimmune diseases (n = 56, 19.79%), includ-
ing antiphospholipid syndrome (APS) diagnosed in 48 pa-
tients (16.9%). Patients receiving anticoagulant therapy 
were eligible. The final analysis included 227 VTE patients. 
The Bioethics Committee of the Jagiellonian University 
approved the study. All the participants signed written in-
formed consent.

The  data on  demographic characteristics, risk factors 
for  VTE, comorbidities and medications was collected. 
The diagnosis of DVT of the lower or upper limb required 
a positive finding of color duplex sonography; an iliac/caval 
DVT was defined as abnormal duplex flow patterns typical 
of thrombosis or an intraluminal filling defect on contrast 
computed tomography or magnetic resonance venography. 
The diagnosis of PE was based on the presence of typical 
symptoms and positive results of high-resolution spiral com-
puted tomography. Individuals with thrombosis at unusual 
sites were also diagnosed. Cerebral sinus venous thrombosis 
and hepatic/portal/splanchnic vein thrombosis was objec-
tively documented using computed tomography angiography, 
magnetic resonance or magnetic resonance angiography.

Provoked VTE, i.e., associated with a known transient risk 
factor, was diagnosed in patients with VTE who experienced 
immobilization, surgery with the use of general anesthetic, 
major trauma, leg fracture or lower extremity plaster cast 
or hospitalization in the past month, intake of estrogen-con-
taining oral contraceptives or hormone replacement therapy 
(HRT), as well as pregnancy or delivery within 3 months pre-
ceding the index event. Unprovoked (idiopathic) VTE episode 
was defined in patients who had no history of cancer, sur-
gery, major trauma, plaster cast or hospitalization in the past 
month, pregnancy or delivery in the past 3 months.

A  control population consisted of  concurrent age-
matched healthy 165 participants.

Laboratory tests

After an overnight fast, venous blood was drawn from 
the antecubital vein into citrated tubes (9:1 of 0.106 M 
sodium citrate) and was centrifuged at  2500  g at  20°C 
for 10 min and stored in aliquots at −80°C until analysis. 
Blood drawn into serum tubes was centrifuged at 2500 g 
at −20°C for 10 min and stored at −80°C. To determine 
blood cell count, lipid profile, glucose, creatinine and thy-
roid-stimulating hormone (TSH), routine laboratory as-
says were used. High-sensitivity C-reactive protein (CRP) 
was determined using immunoturbidimetry (Roche Diag-
nostics, Mannheim, Germany). Fibrinogen was measured 
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by the von Clauss method (Instrumentation Laboratory, 
Bedford, USA). Plasma D-dimer was measured with the In-
novance D-dimer assay (Siemens, Marburg, Germany).

Antibodies directed at various cellular compartments 
including nuclear constituents, components of the nucle-
ar envelope, mitotic spindle apparatus, cytosol, cytoplas-
mic organelles and cell membranes (ANAs) were tested 
by immunofluorescence (IIF) in IgG isotype (HEp2 cells 
and the conjugate; Euroimmun, Lübeck, Germany). Pa-
tients’ sera were diluted with the cut-off 1:100 in PBS with 
Tween  20 (Sigma-Aldrich, St. Louis, USA), according 
to the international recommendations for the assessment 
of autoantibodies to cellular antigens.8 Visual determina-
tion of the staining pattern was assessed using the Nikon 
Eclipse E400 fluorescence microscope (Nikon Instruments 
Europe B.V., Amsterdam, Netherlands). The specific immu-
nofluorescence patterns observed at serum dilution equal 
to or greater than 1:100 were considered as positive ANAs. 
An additional analysis for subjects with ANAs titer ≥1:320 
was performed to confirm and strengthen the observations 
made for the whole ANA-positive patients’ group.

The anti-DFS70 pattern was characterized by dense fine 
speckles distributed in the nucleus, confirmed in a refer-
ence laboratory of Euroimmun in Lübeck and subjected 
to semiquantitative enzyme-linked immunosorbent assay 
(ELISA) analysis (Euroimmun, Lübeck, Germany), accord-
ing the manufacturer’s instructions.

All patients were screened for thrombophilia, includ-
ing the factor V Leiden mutation, prothrombin G20210A, 
as well as deficiency of antithrombin, protein C or pro-
tein S. Inherited thrombophilia was defined as the pres-
ence of either of the 2 mutations or a deficiency of 1 of the 3 
coagulation inhibitors. Genotypes of FV Leiden (rs6025) 
and prothrombin G20210A (rs1799963) polymorphisms 
were ascertained by the allelic discrimination test using 
the TaqMan Genotyping assay on the ABI PRISM 7900HT 
Fast Real-Time PCR System (Life Technologies Co., Carls-
bad, USA). Antithrombin anti-FX activity was measured 
using a chromogenic method in the presence of heparin 
(HemosIL™ TH, Instrumentation Laboratory SpA, Milan,  
Italy). Plasma PC was quantified using the HemosIL™ Pro-
tein C chromogenic assay (Instrumentation Laboratory 
SpA, Milan, Italy). Free PS was quantified using the He-
mosIL™ Free Protein S latex ligand immunoassay (Instru-
mentation Laboratory SpA, Milan, Italy).

To exclude APS based on the modified APS classification 
criteria by Miyakis et al., lupus anticoagulant (LA) was 
estimated using a clot-based assay, according to the recom-
mendations published in 2009.9,10 Anticardiolipin and anti-
β2GP-I antibodies were determined by immunoenzymatic 
assays (INOVA Diagnostics, San Diego, USA). Reference 
ranges for IgG were up to 15 IgG phospholipid unit (GPL) 
and 8 standard IgG β-2 glycoprotein unit (SGU), respective-
ly, and for IgM up to 17 IgM phospholipid unit (MPL) and 
10 standard IgM β-2 glycoprotein unit (SMU), respectively. 
All positive cases were reevaluated after 12–16 weeks.11

Serum protein profile was evaluated using serum protein 
electrophoresis (SPE) with the fully automated instrument 
Interlab G26 (Interlab, Rome, Italy) on agarose gel plates 
at pH 8.9. The final protein concentration ranged from 
60 g/L to 80 g/L. Densitometry of the pattern was deter-
mined for the relative quantification of protein zones.

Statistical analysis

Continuous variables were presented as  median and 
interquartile range. Categorical variables were presented 
as the number and percentages. The Shapiro-Wilk test was 
used to test the normality of continuous variables. To ex-
amine the differences between the independent groups, 
the Kruskal-Wallis test was used. The χ2 or Pearson’s exact 
tests were used for categorical variables. Statistical anal-
ysis was performed with STATISTICA v. 12.0 (StatSoft,  
Tulsa, USA).

Results

The demographic and laboratory data of  the control 
and VTE patients are summarized in Table 1. Of the 165 
control subjects, as few as 14 (8.4%) individuals had posi-
tive ANAs, of whom 8 (4.8%) had ANAs titer = 1:100 and 
6 (3.6%) had ANAs titer = 1:320.

Of the 227 VTE patients studied, 94 (42.2%) individuals 
had positive ANAs, including 62 patients (64.6%) with ANAs 
titer <1:320 and 32 patients (33.3%) with ANAs titer ≥1:320.

The prevalence of positive ANAs was 5 times higher 
among VTE patients compared with the controls (42.2% vs 
8.4%, p = 0.007). Of importance, patients with unprovoked 
VTE had positive ANAs more commonly (n = 55; 57.4%) 
than those with provoked VTE (n = 39; 40.6%) (p = 0.03). 
A similar observation was made regarding the ANAs titer 
≥1:320 (26 (27.1%) patients with unprovoked vs 20 (20.8%) 
patients with provoked VTE, p = 0.04).

The presence of ANAs was correlated with albumin 
(r = 0.4, p = 0.014) and gamma globulin levels (r = 0.5, 
p = 0.019). The positive ANAs did not correlate with any 
other examined demographic or clinical variables like age, 
gender, body mass index (BMI), smoking, C-reactive protein 
(CRP), glucose, fibrinogen, D-dimer, time since last VTE 
event, as well as type of anticoagulation and its quality.

Anti-DFS70 antibodies were screened in 149 (90.3%) 
control patients and 222 (97.8%) VTE patients. There was 
no difference in the prevalence of anti-DFS70 antibodies 
in the control and VTE patients (n = 6 (4.03%) vs n = 9 
(4.05%), respectively, p = 0.8). The DFS70 positive patients 
from the 2 groups did not differ in any of the examined 
demographic or clinical variables (data not shown).

The ANA-negative patients did not differ from ANA- 
-positive patients in any of examined parameters such 
as lipid profile, glucose, CRP, fibrinogen, D-dimer, TSH 
or time since the VTE event.
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Discussion

To  our knowledge, this study is  the  first to  show 
that  the  presence of  ANA among patients with VTE 
is higher than in control subjects. Based on  this find-
ing we hypothesize that ANA may play a potential role 
in the pathogenesis of VTE and might have a predictive 
value when it persists. Our rationale is that the individu-
als with autoimmune diseases are at a higher risk of VTE. 
However, this risk was mainly attributed to APS and/or ex-
acerbation of autoimmune diseases, with the maximum 
rates within the first years since diagnosis, in particular 
in systemic lupus erythematosus (SLE) and anti-neutrophil 
cytoplasmic antibodies.12,13 Surprisingly, little is known 
about ANA in VTE patients without diagnosed autoim-
mune disease.

The link of APS to VTE is well established.14 Antiphos-
pholipid syndrome is a complex autoimmune thrombotic 
disorder with defined clinical phenotypes, and experimental 
evidence suggests that antiphospholipid antibodies (aPLAs) 
play a causative role in vascular thrombosis and obstet-
ric complications; however, the mechanisms are not well 
understood.15

Numerous mechanisms of thrombosis in the APS have 
been proposed.16 At least some of the variety of mecha-
nisms may be explained by the spectrum of autoantibody. 
Mechanisms of autoantibody-mediated thrombosis may 
be divided into 2 general types: (1) autoantibodies inter-
fere with hemostatic components occurring on membrane 
surfaces, for example the ability of certain autoantibodies 
to prolong in-vitro coagulation assays, and (2) autoantibody 
engagement of antigens on cell surfaces leads to transduc-
tion of a signal and altered cell activity.17,18

Moreover, several studies have reported that autoanti-
bodies are associated with increased procoagulant activity 
on circulating blood monocytes. Tissue factor (TF), a ma-
jor initiator of normal and pathological blood coagulation, 
can be expressed in larger amounts on monocytes and 
endothelial cells by a variety of stimuli, including circulat-
ing antibodies.19 Moreover, monocyte-derived TF has been 
shown to be a key player in the initiation and propagation 
of VTE.5 It might be speculated that the presence of ANA 
may enhance TF expression and contribute to a low grade 
prothrombotic state, which increases the risk of throm-
bosis and/or  its recurrence especially when additional 
thrombotic risk factors occur, e.g. immobilization, obe-
sity or HRT.

A separate issue that needs to be addressed is the poten-
tial involvement of autoantibodies in immunothrombo-
sis. It has been demonstrated that autoantibodies against 
beta2-glycoprotein I (β2GPI) promote thrombin generation 
in vitro.19 This potentially sets up a vicious prothrom-
botic cycle and predisposes to VTE. It is, therefore, likely 
that other autoantibodies in a similar manner might lead 
to the activation of thrombotic mechanisms by endothelial 
cell damage and dysfunction. Since it is known that as few 

as 2–5% patients with elevated aPLAs levels do not develop 
thromboembolic events, it is possible that positive ANAs 
could also have some predictive value.20

ANA detected in our group of patients were unspecific; 
we did not find any disease-specific antibodies. The sub-
set of autoantibodies most commonly found in “appar-
ently healthy” individuals and several inflammatory non-
rheumatic diseases are anti-DFS70 antibodies, directed 
against epithelium-derived growth factor p75, which are 
usually absent in defined autoimmune diseases.21 Recently, 
positive anti-DFS70 antibodies have been shown to be as-
sociated with idiopathic VTE, arterial thrombosis and/or 
obstetric complications.22 In our study, however, we did 
not observe any association of anti-DFS70 antibodies and 
VTE, which might be explained by the analysis of patients 
below 65 years of age free of known autoimmune disorders. 
A potential role of anti-DFS70 antibodies in VTE requires 
further investigation.

Furthermore, it remains to be elucidated whether ANAs 
in VTE are primary or rather result from the disease itself, 
which is important for elucidating their role in thrombosis. 
Therefore, it might be useful to monitor the persistence 
of ANAs over a longer period of time.

It also is important to note that it is likely that by defin-
ing the potential relationship between ANAs and VTE, 
we might develop new diagnostic tools to identify patients 
at risk of VTE, especially unprovoked episodes.

In conclusion, our study indicates that positive ANAs, 
though at low titers, are common in young and middle-
aged patients following VTE, regardless of the time since 
the event, its type and anticoagulant therapy. More com-
monly, ANAs can be detected among patients after un-
provoked VTE, which might suggest that autoimmune 
reactions could be involved in the pathogenesis of VTE. 
It would be also of  interest to assess the role of ANAs 
as a potential risk factor of the VTE recurrence during 
a long-term follow-up in a large cohort study. Moreover, 
the predictive role of VTE in the development of symptom-
atic autoimmune disease in the future requires a further 
follow-up study.
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Abstract
Background. Head and neck squamous cell carcinomas (HNSCCs) are associated with an interplay between 
genetics and the environment; they account for 3% of all diagnosed malignant tumors in men and 2% 
of those in women.

Objectives. The aim of the study was to analyze the significance of TIMP3, SFRP1, SFRP2, CDH1, RASSF1, 
RORA, and DAPK1 gene expression in head and neck squamous cell carcinoma tumors, and in matching 
surgical margin samples. We also analyzed the association between clinical parameters and the expression 
of the selected genes.

Material and methods. Following surgical resection, 56 primary HNSCC tumors and matching surgical 
margin samples were collected from patients at the Clinic of Oncological and Reconstructive Surgery of Maria 
Skłodowska-Curie Memorial Cancer Center and the Institute of Oncology in Gliwice, Poland. The gene expres-
sion levels were analyzed by quantitative reverse transcription (qRT)-PCR.

Results. SFRP1 gene expression was statistically significantly lower in the tumor samples than in the surgical 
margins (0.30 ±0.36 vs 0.62 ±0.36; p < 0.01). No correlation was found between gene expression and clinical 
parameters, except DAPK1, where low expression correlated with alcohol abuse (0.85 ±1.19 vs 1.97 ±3.22; 
p = 0.074). Moreover, patients with G3 grade tumors, i.e., poorly differentiated tumors, had significantly 
higher values of DAPK1 gene expression than the G1 (well-differentiated tumors) and G2 (moderately dif-
ferentiated) groups.

Conclusions. There are many different reasons and concepts for altered gene expression in tumors and 
surgical margin tissue. Tumor heterogeneity and its microenvironment are undoubtedly linked to the biology 
of HNSCC. In order to understand specific tumor behavior and the microenvironment, further studies are 
needed. To find markers connected with cancer development and to provide insight into the earliest stages 
of cancer development, attention should also be focused on molecular analysis of the surgical margins.

Key words: gene expression, surgical margin, oral cavity, head and neck cancer
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Introduction

Head and neck squamous cell carcinomas (HNSCCs) ac-
count for 3% of all diagnosed malignant tumors in men and 
2% of those diagnosed in women.1 Head and neck cancer 
is associated with an interplay between genetics and envi-
ronment. It is associated with abnormalities in prolifera-
tion, apoptosis, differentiation, cell cycle regulation, DNA 
repair, signal transduction, and angiogenesis.2 The insta-
bility of  the genome, chromosomal rearrangement and 
loss of DNA fragments are associated with carcinogenesis 
of HNSCC.3 Califano et al. proposed a model for the dy-
namics of chromosomal damage in the course of cancers 
of the head and neck.4 Through progression, an increased 
amount of chromosomal loss takes places. The conversion 
from normal mucosa to invasive cancer is linked with an ac-
cumulation of genetic changes in tumor suppressor genes 
and proto-oncogenes. Furthermore, adjacent areas share 
similar genetic alterations. For HNSCC, the list of envi-
ronmental risk factors includes alcohol consumption, to-
bacco use, poor oral hygiene, chronic exposure to certain 
industrial agents, and infection with specific subtypes of hu-
man papillomavirus (HPV).1 Slaughter et al. first proposed 
the idea of “field cancerization” as the “preconditioning 
of an area of the epithelium to cancer growth by a carci-
nogenic agent”, which means that an area with genetically 
altered cells could play a crucial role in the carcinogenic 
process based on many molecular findings.5,6 The initiation 
of field cancerization is associated with various types of mo-
lecular damage, e.g., altered gene expression. The residual 
field in the region adjacent to the tumor can cause local 
recurrences and 2nd primary tumors after surgical interven-
tion for the primary carcinoma. Actually, there are many 
theories interpreting oral field cancerization.7 The “cancer 
field effect” has been explained by the presence of cells with 

genetic alterations; however, involvement of epigenetic al-
terations in field cancerization has also been shown. Epigen-
etic changes are defined as alterations in gene expression 
that are not coded in the DNA sequence. Among epigen-
etic mechanisms, such as DNA methylation at CpG sites 
or histone modifications, aberrant DNA methylation has 
been frequently analyzed in various types of cancer. Hy-
pomethylation leads to the activation of cancer-associated 
genes, whereas hypermethylation of promoter CpG islands 
is associated with the silencing of various tumor-suppressor 
genes. Several environmental factors could induce epigen-
etic modifications.8 In this study, we have analyzed the gene 
expression of TIMP3, SFRP1, SFRP2, CDH1, RASSF1, RORA, 
and DAPK1 in primary HNSCC tumors and matching sur-
gical margin samples. We selected genes involved in deg-
radation of the extracellular matrix, cellular proliferation, 
migration, and apoptosis. Disruption of these processes can 
lead to carcinogenesis. The characteristics of these genes are 
shown in Table 1.9–15

The main aim of the study was to provide more infor-
mation concerning the molecular mechanism of oral ma-
lignancy based on gene expression, which could provide 
valuable information for a better understanding of the oral 
carcinogenesis process.

Material and methods

Patients and tissue samples

We  collected 56 primary HNSCC tumors and 56 
matching surgical margin samples following surgi-
cal resection from patients at  the  Clinic of  Oncologi-
cal and Reconstructive Surgery of Maria Skłodowska-
Curie Memorial Cancer Center and the  Institute 

Table 1. The characteristics of selected genes

Symbol Name Location Function Reference

TIMP3 tissue inhibitor of metalloproteinases 3 22q12.3
The proteins encoded by this gene family are inhibitors of the matrix 
metalloproteinases, a group of peptidases involved in the degradation 
of the extracellular matrix (ECM).

9

SFRP1 secreted frizzled-related protein 1 8p11.21
This gene encodes secreted frizzled-related protein 1, a negative 
modulator of the Wnt signaling pathway.

10, 11

SFRP2 secreted frizzled-related protein 2 4q31
This gene encodes secreted frizzled-related protein 2 (SFRP2), a negative 
modulator of the Wnt signaling pathway.

10, 11

CDH1 cadherin 1 also known as E-cadherin 16q22.1
This gene encodes a calcium-dependent protein. E-cadherin plays 
an important role in the maintenance of cell differentiation and 
the normal architecture of epithelial tissues.

12

RASSF1
Ras association (RalGDS/AF-6) 
domain family member 1

3p21.3
This gene encodes RASSF1A. It inhibits cell cycle progression at the G1/S 
transition by preventing the accumulation of cyclin D1.

13

RORA RAR-related orphan receptor A 15q22.2

This gene encodes RORA. The protein encoded by this gene is a member 
of the NR1 subfamily of nuclear hormone receptors. These receptors  
are critical in the regulation of a number of physiological processes.  
RORA has also been suggested to be involved in lipid metabolism  
and to possess immunomodulatory activity.

14

DAPK1 death-associated protein kinase 1 9q21.33
This gene encodes calmodulin-dependent serine-threonine kinase. 
DAPK1 is involved in programmed cell death.

15
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of Oncology in Gliwice, Poland. After resection, these spec-
imens were submerged in  the  tissue storage and ribo-
nucleic acid (RNA) stabilization solution, RNAlater® 

(Sigma-Aldrich, Saint Louis, USA), then frozen at –80°C 
until RNA extraction. All the tumors collected during 
surgery were oral cavity cancers (comprising the maxilla, 
mandible, floor of the mouth, tongue, and cheek, with 
the highest number being mandible and tongue cases). 
Representative tumor samples were histologically con-
firmed by  pathologists from Maria Skłodowska-Curie 
Memorial Cancer Center and the Institute of Oncology 
in Gliwice, and were classified as primary HNSCC tumors. 
Oral mucosal biopsy specimens were taken from the surgi-
cal margin at least 10 mm from the tumor border and were 
histologically confirmed as being free of cancer. Intraop-
erative histopathological examinations were performed 
whenever positive margins were suspected.

The  Institutional Review Board on  Medical Ethics 
of Maria Skłodowska-Curie Memorial Cancer Center and 
the Institute of Oncology in Gliwice approved the study 
protocol (nos. KB/493-15/08 and KB/430-47/13). An in-
formed consent form was obtained from all patients. None 
of the patients included in this study had preoperative ra-
dio- or chemotherapy. The average age of the patients was 
56.05 years (range: 29–77 years, median: 58.5 years). There 
were 37 men (66%) and 19 women (34%); 80% of the pa-
tients (45/56) were smokers; 73% of them (41/56) reported 
alcohol consumption; 64% (36/56) were both smokers and 
alcohol consumers. Tumor staging was based on the pa-
thology findings and then revised according to the 2007 
version of  the  American Joint Committee on  Cancer 
(AJCC) staging system for analysis.16,17 The clinical pa-
rameters of the patients are shown in Table 2.

Homogenization  
and ribonucleic acid extraction

The tissue samples were fixed in RNAlater® Stabilisator Re-
agent (Sigma-Aldrich, Saint Louis, USA) and frozen to –80°C, 
then thawed slowly at room temperature and homogenized 
with FastPrep®-24 homogenizer (MP Biomedicals, Santa Ana, 

USA) using tubes with ceramic beads for tissue homogeniza-
tion, Lysing Matrix D (MP Biomedicals, Santa Ana, USA). 
The RNA was isolated using an RNeasy® Mini Kit (Qiagen, 
Hilden, Germany). In addition to the standard procedure, 
DNase I digestion was performed on the extracted RNA 
(RNase Free DNase Set, Qiagen, Hilden, Germany) to remove 
the residual genomic DNA.

The RNA was quantified by measuring the UV absor-
bance at 260/280 nm (NanoDrop™ ND, 1000 Spectropho-
tometer, Thermo Fisher Scientific, Waltham, USA) and 
the integrity was assessed by electrophoresis on 1.2% aga-
rose gel stained with ethidium bromide (Serva, Heidelberg, 
Germany). Additionally, the RNA integrity number (RIN) 
was derived with an Agilent Bioanalyzer 2100 (Agilent 
Technologies, Santa Clara, USA) using an Agilent RNA 
6000 Nano Kit (Agilent Technologies, Santa Clara, USA); 
this helped to ensure RNA quality.

Complementary DNA (cDNA) synthesis

The total RNA from each tumor and surgical margin 
sample was reverse-transcribed into cDNA using a High 
Capacity cDNA Reverse Transcription Kit with RNase In-
hibitor (Applied Biosystems, Foster City, USA). The Total 
RNA (30 ng) was reverse-transcribed into cDNA. The re-
action was performed with a volume of 20 µL accord-
ing to the manufacturer’s instructions and using Mas-
tercycler® Personal (Eppendorf, Hamburg, Germany). 
To avoid multiple thawing, cDNA samples were divided 
into a number of portions, which were sufficient for all 
subsequent quantitative polymerase chain reactions  
(Q-PCR); these portions were frozen at −80°C.

Quantitative polymerase chain reaction 

The gene expression analysis was performed by quantita-
tive reverse transcription (qRT)-PCR using specific Taq-
Man® Gene Expression Assays (Applied Biosystems, Foster 
City, USA). Q-PCR was performed for 7 genes: TIMP3 
(Hs00165949_m1), SFRP1 (Hs00610060_m1), SFRP2 
(Hs00293258_m1), CDH1 (Hs01023894_m1), RASSF1 
(Hs00200394_m1), RORA (Hs00536545_m1), and DAPK1 
(Hs00234489_m1).

The Q-PCR for all genes was performed in a volume 
of 20 µL using 1 µL of cDNA, 10 µL of TaqMan® Gene 
Expression Master Mix (Applied Biosystems, Foster City, 
USA), 1 µL of primer and probe mix (TaqMan® Gene Expres-
sion Assays), and 8 µL of H2O (Qiagen, Hilden, Germany). 
All assays were carried out in 96-well plates (Applied Bio-
systems, Foster City, USA) on a 7300 Real-Time PCR System 
and were analyzed by SDS v. 1.4 software (Applied Biosys-
tems, Foster City, USA). The glyceraldehyde-3-phosphate 
dehydrogenase gene (GAPDH, Hs99999905_m1) was used 
as an internal control. The expression levels of all these genes 
were normalized to those of GAPDH. In all amplification 
reactions, a negative control was also included: water free 

Table 2. Clinical features of patients

Clinical parameters Patients, n (%)

Histological grading 
G1 (well-differentiated)
G2 (moderately differentiated)
G3 (poorly differentiated)

05 (8.9)
44 (78.6)
07 (12.5)

T classification 
T1
T2
T3
T4

03 (5.4)
06 (10.7)
13 (23.2)
34 (60.7)

Nodal status
N0
N1
N2

21 (37.5)
22 (39.3)
13 (23.2)
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of DNase, RNase, and protease (5Prime, Hilden, Germany) 
was used in place of cDNA. Thermal cycling for all analyzed 
genes and GAPDH was 95°C for 10 min, followed by 40 cy-
cles at 95°C for 15 s and at 60°C for 1 min. The comparative 
threshold cycle (Ct) method 2–∆∆Ct was used to determine 
the relative gene expression levels (relative quantification 
– RQ) for each of the 7 target genes. Five surgical margin 
samples were used as a calibrator. Relative mRNA expres-
sion was determined from the tumor and surgical margin 
samples using mRNA expression from the calibrator.

Statistical analysis

Statistical analysis was performed using STATISTICA 
v. 10.0 PL (QUEST, Tulsa, USA). Statistical significance 
was set at a p-value of less than 0.05. All tests were two-
tailed. Imputations were not performed for missing data. 
Nominal and ordinal data were expressed as percentages, 
while interval data were expressed as means ±standard 
deviation. The  distribution of  variables was evaluated 
by the Shapiro-Wilk test and the homogeneity of vari-
ances was assessed by the Levene test. For comparison 
of data between 2 groups, the Student’s t-test was used 
for independent data. For comparison between different 
histological grades, one-way analysis of variance (ANOVA) 
was used with an LSD post-hoc test.

Results

When gene expression levels were compared between 
the tumor samples and the margin samples, a statistically 
significantly lower gene expression of SFRP1 was found 
in the tumor samples. The RQ values of the selected genes 
are reported in Table 3.

We also analyzed the correlation of the clinical param-
eters with the expression levels of selected genes. No as-
sociation was found between the gene expression levels 
and clinical parameters, except DAPK1, in which a low 
gene expression level statistically correlated with alcohol 
abuse (Table 4). Moreover, the one-way ANOVA showed 

a significant influence of the histological stage. The LSD 
post-hoc test showed that the patients with high-grade G3 
tumors – i.e., poorly differentiated – had a significantly 
higher gene expression level of DAPK1 than the patients 
with low-grade G1 (well-differentiated) tumors (p < 0.05) 
or  G2 (moderately differentiated) tumors (p  <  0.01). 
These results are shown in Fig. 1.

Discussion

In the literature, the expression profiles of many genes 
have been reported in different types of human cancer,18–21 

including HNSCC.12,22–27 The majority of  the research 
has compared tumor tissue from patients with normal 
tissue from healthy individuals or normal human cells 
obtained commercially.12,18,20–22,28,29 Simultaneous anal-
ysis of gene expression levels in the tumor and surgical 
margins has rarely been performed.23,26,30 Cancer devel-
opment is the result of the accumulation of genetic and 
epigenetic alterations. Because changes in certain genes 
occur in the very early stages of tumorigenesis, the detec-
tion of preneoplastic alterations in the surgical margin 
could facilitate the detection of cancer. A molecular ap-
proach to the matching margin can contribute to cancer 
prevention and control; therefore, we studied the tumors 
and matched surgical margins from the patients. More-
over, in our study, the expression levels of the TIMP3, 
SFRP1, SFRP2, CDH1, RASSF1, and RORA genes did not 

Table 3. Relative quantification (RQ) values in tumor vs surgical margin 
in patients with HNSCC

Gene Tumor
mean RQ ±SD

Margin
mean RQ ±SD p-value

TIMP3 0.62 ±0.80 0.97 ±0.80 0.113

SFRP1 0.30 ±0.36 0.62 ±0.36 <0.01

SFRP2 0.60 ±0.66 0.54 ±0.66 0.609

CDH1 0.70 ±0.45 0.68 ±0.45 0.846

RASSF1 0.71 ±0.49 0.64 ±0.49 0.465

RORA 0.46 ±0.66 0.54 ±0.66 0.423

DAPK1 1.07 ±1.44 1.24 ±1.45 0.654

SD – standard deviation.

Table 4. Relative quantification (RQ) values of DAPK1 in the group 
of patients with HNSCC with/without alcohol abuse

Alcohol DAPK1
(mean RQ ±SD) p-value

Alcohol + 0.85 ±1.19
0.074

Alcohol – 1.97 ±3.22

SD – standard deviation.

Fig. 1. Relative quantification (RQ) values of DAPK1 in the group of patients 
with HNSCC according to G1, G2 and G3 grading stage

vertical lines show 95% confidence intervals
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correlate with any of the clinical-pathological parameters, 
whereas DAPK1 correlated with both the histological grade 
of the tumor and alcohol consumption. In addition, in some 
findings there was a significant correlation between clini-
cal and pathological parameters and gene expression, but 
in others there was no significant association.22,25–28,31–33

TIMP3

The expression of TIMPs in oral squamous cell carci-
noma (OSCC) shows a trend that is higher in tumors than 
in normal tissue, and which correlates with an increased 
risk of metastasis and regional lymph node involvement, 
although some deviations from this have been noted.34 
There are suggestions that TIMP3 protects against tumor 
development by suppressing angiogenesis, tumor growth 
and metastasis through inferred apoptosis.9

Coskunpinar et  al. analyzed the  expression levels 
of 88 genes in laryngeal carcinoma using a PCR array and 
showed an altered expression of 16 genes when compared 
to paired cancer-free tissue.30 One of the altered genes 
in which expression was significantly higher in the tumor 
tissue was the TIMP1 gene. TIMP1 protein expression 
was significantly higher in laryngeal squamous cell carci-
noma than in adjacent non-cancerous tissues.19 Similarly, 
an  increased expression of TIMP2 has been observed 
in tumor tissues compared with normal tissues.26 Burduk 
et al. described oropharyngeal cancer without lymph node 
metastasis showing lower TIMP1 and TIMP2 protein 
expression in cancer cells and stroma compared to pa-
tients with lymph node metastasis.35 On the other hand, 
it has been reported that a downregulated expression 
of  the  TIMP3 protein in  esophageal adenocarcinoma 
is  associated with enhanced tumor invasiveness and 
reduced patient survival9 and that the downregulation 
of TIMP3 stimulates growth and invasion in endome-
trial cancer cell lines.36 The present study of TIMP3 gene 
expression in tumors and surgical margin tissues and 
the correlation between gene expression and clinical-
pathological parameters in oral cavity cancers indicated 
no significant differences (Table 3).

SFRP1 and SFRP2

Research has shown that the expression of SFRP genes 
is  often downregulated in  many cancers, indicating 
that SFRP functions as a tumor suppressor gene.37–39 In our 
study, we examined SFRP1 and SFRP2 gene expression lev-
els and found a statistically significantly lower expression 
of SFRP1 in tumor samples compared to margin samples, 
although the difference was not significant for the SFRP2 
gene (Table 3). Sogabe et al. proved that  in OSCC cell 
lines, the silencing of SFRP genes and their loss of func-
tion lead to cell proliferation during oral carcinogenesis.38 
Similarly, Xiao et al. showed that SFRP2 mRNA expression 
was downregulated in tumor samples of OSCC compared 

to tumor-adjacent normal tissue, and that the loss of ex-
pression was connected with hypermethylation of the gene 
promoter.39 Reduced SFRP1 expression was also detected 
by immunohistochemical staining in a group of patients 
diagnosed with mucoepidermoid carcinoma of the salivary 
glands.40 The SFRP1 protein can act as a Wnt signaling 
inhibitor by attaching extracellular Wnt ligands or directly 
binding to the transmembranous receptor FZD. Its role 
as a potential progression marker was clarified in a study 
by Rogler et al. which used cell cultures and tumor samples 
of bladder cancer.37 They demonstrated that the function 
of SFRP1 in the process of oncogenesis is more compli-
cated, considering the non-canonical Wnt- and mitogen-
activated protein kinase (MAPK) signaling pathways.

CDH1

A dysfunction of cadherin 1 is involved in carcinogenesis, 
and a loss of function has been demonstrated to promote 
tumor invasion and metastasis in different cancer models.41 

It has been reported that the loss of protein expression 
of CDH1 is also associated with an increased invasive po-
tential in head and neck cancer.42 In a study conducted 
on clinical samples collected from patients with tongue 
squamous cell carcinoma, a  significantly lower CDH1 
mRNA expression level than in the corresponding non-
cancerous tissues was shown.31 In our study, no significant 
differences were found between the CDH1 gene expres-
sion levels of the tumors and the surgical margin samples. 
Similar results were obtained by Kordi-Tamandani et al., 
who found no significant differences between the mRNA 
expression of the CDH1 gene of patients with oral cavity 
cancer and that of a healthy control group.12 

RASSF1

Another gene that plays an important role in human 
cancer cell growth and progression is RASSF1, and an ab-
normal expression of RASSF1 could be an important step 
in oncogenesis.21 In the case of the RASSF1 gene, we found 
no significant differences in our study. A downregulated 
expression of RASSF1A transcripts and protein in tumor 
tissues in esophageal and nasopharyngeal carcinomas were 
observed by Lo et al.; moreover, a reduced expression corre-
lated with the histological grade of the tumor.33 The mRNA 
expression of RASSF1A was also downregulated in primary 
tumors in a group of patients with cutaneous melanoma 
and lacrimal gland carcinoma compared to healthy groups, 
and was also downregulated in lung and breast cancer cell 
lines.18,21,43 Furthermore, aberrant methylation of RASSF1A 
has been observed in several cancer types43 and a few re-
ports have been focused on the methylation of this gene 
in HNSCC.44,45 It  is well known that hypermethylation 
is one of the important epigenetic mechanisms responsible 
for inactivation of the gene, in addition to genetic altera-
tions of gains and losses.12,43
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RORA

RORA is a steroid hormone receptor involved in cellular 
processes, including metabolism, angiogenesis, inflamma-
tion, and the circadian rhythm. There are several diseases 
where RORs are integral to the onset and progression, such 
as autoimmune diseases, inflammation, osteoporosis, and 
cancer, and it has been proven that  in tumor cell lines 
and cancerous tissues, ROR mRNA levels are often down-
regulated.46 RORA expression was analyzed in colorectal 
adenocarcinomas, where RORA mRNA expression was 
downregulated in comparison to normal colonic tissue.47

In  this study, we  found no  significant differences 
in RORA gene expression, and to our knowledge there 
have been insufficient studies on the expression of this 
gene in patients with head and neck cancer. Sørensen et al. 
analyzed gene expression in human squamous cell carci-
noma cell lines and observed a higher level of RORA gene 
expression in the hypoxia group compared to the control 
group; this was one of the genes induced at low oxygen in-
dependent of pH.29 Genes upregulated by low oxygen have 
been considered endogenous markers for tumor hypoxia.

DAPK1

DAPK1 is a regulator of apoptosis; suppression of this 
gene is thought to be critical in the development of tu-
mors. Lower mRNA and protein expression of DAPK1 
was observed in a group of patients with primary gastric 
cancer compared with adjacent non-tumor tissues.48 Mari-
ano et al. detected that even with losses of copy numbers 
for the DAPK1 gene, the immunohistochemical reaction 
showed protein expression of this gene in a group of pa-
tients with salivary gland neoplasms.49 Our study showed 
no significant differences in DAPK1 gene expression be-
tween the tumors and the surgical margin tissues, but 
there was a significant association between DAPK1 gene 
expression and tumor grade. Patients with G3 tumors had 
significantly higher RQ values of DAPK1 than patients 
with G1 and G2 tumors. Figure 1 shows the histological 
findings of the tumors as related to the gene expression 
of DAPK1. It  is often difficult to compare findings be-
tween studies because of the different populations and 
methods used, but our results regarding DAPK1 are not 
compatible with other studies. Another study revealed 
that the methylation of the DAPK1 gene was associated 
with the progression of HNSCC.44,45 Aberrant promoter 
DNA methylation of this gene has been examined in oth-
er types of cancer, including breast cancer; furthermore, 
tumors with an advanced T-category revealed a higher 
frequency of DAPK1 methylation.50 Surprisingly, the data 
of Brait et al. on DAPK1 promoter methylation showed 
the frequencies of methylation for DAPK1 in normal thy-
roid samples to be higher than the frequencies in can-
cer samples.51 According to the research, these results 
limit the usefulness of this gene as a diagnostic marker; 

additionally, the hypermethylation in the tumors in neo-
plastic relevance is  questionable. Our understanding 
of the physiological role of the gene is still at an early stage. 
Furthermore, our studies of the selected tumor histological 
grade were done on a small population; we must carry out 
further studies on a larger population in order to verify 
this result.

Interestingly, we also found a  lower DAPK1 gene ex-
pression in  the  group of  patients with alcohol abuse 
(0.85 vs 1.97; Table 4). This finding could be explained 
by an epigenetic mechanism after exposure to a risk fac-
tor like alcohol consumption, as different lifestyle factors 
induce expression changes in different genes. Also, low 
transcription could be associated with methylation induc-
tion, as genes specific to a factor could be methylated.8 
In the development of upper aerodigestive tract cancer, 
alcohol and tobacco are 2 well-established associated risk 
factors.52

There are many different reasons and hypotheses for al-
tered gene expression in tumors and surgical margin tis-
sue. A tumor’s heterogeneity and microenvironment are 
undoubtedly linked to the biology of HNSCC. The clinical 
application of genetic alterations and their role in HNSCC 
progression are still being discussed.41 Different mutations 
of the TP53 gene are most prevalent among the numerous 
observed mutations in HNSCC. An association between 
the specific mutations of this gene and the biological and 
clinical course of  cancer has been found.53 Moreover, 
epigenetic events, such as aberrant promoter gene hyper-
methylation, are often observed not only in tumor tis-
sue, but also in surgical margins.39,54,55 Abnormal DNA 
methylation patterns in promoter regions can inactivate 
genes and facilitate tumor formation and progression.56 
Environmental factors like exposure to alcohol and ciga-
rettes can influence aberrant methylation patterns, too.57 
Apart from tobacco and alcohol consumption, HPV has 
been named as a causative agent in a subset of this can-
cer.58 HPV infection leads to deregulation of the cell cycle 
and it is well-known that additional genetic changes are 
needed for HPV-mediated oncogenesis.59 It was found 
that an overexpression of p16 was connected with mo-
lecular events occurring after HPV infection and p16 has 
been used as a surrogate marker for evaluation of HPV sta-
tus.60,61 Interestingly, HPV was also found to deregulate 
the methylation levels in individuals with HPV infection.62 
Recently, Helicobacter pylori was detected in  samples 
collected from malignancies in the oropharyngeal area 
and its influence on carcinogenesis was also suggested.63 
It is essential to further study the methylation status in this 
group of patients, and papers on this subject are current-
ly in progress. One limitation of this study was the fact 
that we did not investigate the patients’ HPV status; we are 
also considering further investigation of this issue.

In our study population, 80% of the patients were cur-
rent smokers (most of them smoked more than 1 pack per 
day); 73% of them reported alcohol consumption, and 64% 
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both smoked and consumed alcohol. Given the important 
role that environmental factors such as alcohol abuse and 
tobacco exposure play in the onset of cancer, it  is clear 
that some genetic or epigenetic alteration occurs in non-
cancerous tissues adjacent to the tumor tissue.1 As many 
of  the  patients studied were exposed to  these  factors, 
they showed altered expression levels, and the lack of sta-
tistically significant differences between the tumor and 
the margin can also be interpreted in terms of “field can-
cerization.” It is known that patients with head and neck 
cancer subsequently have increased morbidity and mor-
tality and that subsequent primary tumors are the main 
reason for mortality in this group of patients.64 It is well-
known that the carcinogenic process involves a progressive 
accumulation of genetic abnormalities and that HNSCC 
is a diverse disease with complex molecular abnormalities. 
A special model of genetic alterations and the progression 
of squamous dysplasia to invasive carcinoma has been de-
scribed, including the clonal growth of transformed cells 
with the formation of an abnormal genetic field.65 More-
over, oral field cancerization suggests that oral cancer does 
not arise as an isolated cellular phenomenon but rather 
as an anaplastic tendency involving many cells at once and 
it results in the multifocal development of cancer at varied 
rates within the total field as a reaction to a carcinogen, 
particularly tobacco. This concept could explain the ap-
pearance of multiple primary cancers and recurrences 
despite the total excision of oral cancer.7 Tabor et al. found 
genetically altered fields in the non-neoplastic mucosa sur-
rounding the tumors of 10 out of 28 patients (36%) with 
HNSCC – the size of the fields was variable. Moreover,  
in 7 out of 10 patients the field extended beyond the surgi-
cal margin.66

In order to understand specific tumor behavior and 
the microenvironment, further studies are needed. As a lot 
of clinical procedures are limited predictors of tumor pro-
gression, many authors suggest that the detection of ab-
normalities in the field defect can be a useful diagnostic 
marker to help in assessing the risk of cancer.67,68 It would 
be favorable to change the assessment of a safe margin ex-
tension or to expand the irradiation field.69 The discovery 
of a marker of cancerization is important, but the oncogen-
esis process is very complicated and molecular techniques 
have limitations as well. Finding a marker for the devel-
opment of cancer which provides insight into its earliest 
stages requires attention to also be focused on a molecular 
analysis of the surgical margin.

Conclusions

To find markers connected with cancer development and 
to provide insight into the earliest stages of cancer develop-
ment, attention should be focused on a molecular analy-
sis of the surgical margins. More investigation is required 
to completely understand all of the components. 
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Abstract
Refeeding Syndrome (RFS) is a well-known group of symptoms which occur after the introduction of enteral 
or parenteral nutrition in undernourished patients. Intrauterine growth restriction (IUGR) is the equivalent 
of postnatal RFS following the beginning of feeding. The aggressive parenteral nutrition of neonates with very 
low birth weight (VLBW) resulting from the termination of intrauterine transplacental nutrition is a source 
of biochemical disorders.  The aim of this study was to analyze metabolic disorders in preterm infants during 
the 1st week of life and to determine the hypophosphatemia risk factors in low birth weight neonates receiv-
ing parenteral nutrition. The retrospective analysis covered 49 neonates, aged between 24 0/7 and 32 6/7 
weeks of gestation. The examined patients were divided into 2 groups according to the level of phosphates 
during the 1st week of life: HP (n = 18) with aggravated hypophosphatemia (≤3.1 mg/dL) and NP (n = 31) 
with normal phosphatemia (>3.1 mg/dL). Hypophosphatemia was observed in the first days of life in 61% 
of children, in 45% of whom a subsequent test revealed a further fall in the phosphate level. In the rest 
of the preterm neonates (39%), hypophosphatemia was revealed between the 4th and 7th day of life. The risk 
of early hypophosphatemia was higher in neonates with IUGR (p = 0.0001; RR 5.2, 95% CI 2.2–12.4) and 
extremely low birth weight (ELBW) preterm infants (p < 0.05).  Early hypophosphatemia should be closely 
monitored early in life, especially in newborns with ELBW and IUGR. Further research is needed to develop 
an optimal nutritional regimen from the first days of life.

Key words: nutrition, neonatology, hypophosphatemia, metabolic, preterm infant
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Introduction

Nutrition is an essential element in the intensive care 
of preterm newborns. Not only does it affect the results 
of treatment, but it also influences susceptibility to dis-
eases in adulthood and it has lifelong cognitive impact. 
The aim of administering aggressive parenteral nutrition 
is to promote continued growth (increased weight and 
length) equivalent to that of a fetus’s normal intrauterine 
life.1–4 Refeeding Syndrome (RFS) is a well-known group 
of symptoms which occur after the introduction of enteral 
or parenteral nutrition in undernourished patients. RFS 
can be prevented by the correction of electrolyte disorders 
and by vitamin B intake at the beginning of nutrition.5,6 
The symptoms result from the quick conversion of cata-
bolic metabolism to anabolic – from the transformation 
of free fatty acids and ketones released during the trans-
formation of bicarbonates as a primary source of energy.7,8 
Intrauterine growth restriction is the equivalent of post-
natal RFS after nutrition has begun. Aggressive parenteral 
feeding of neonates with very low birth weight (VLBW) 
resulting from the interruption of intrauterine transpla-
cental nutrition is a source of biochemical disorders.

The term Placental Incompletely Restored Feeding syn-
drome (PI-ReFeeding syndrome) was proposed for preterm 
newborns because of the lack of adequate intake of other nu-
trients in relation to amino acids and energy. Amino acids are 
responsible for an increase in the production of endogenous 
insulin. Insulin induces intracellular redistribution of phos-
phates and potassium, which leads to the lowering of their 
concentration in blood serum. Moreover, the acceleration 
of anabolism results in the increased reprocessing of phos-
phates and potassium.9 The clinical implication of hypo-
phosphatemia are multi-system disorders occurring mainly 
in energy-active organs; thus, heart or respiratory failure, 
muscle hypotension, neurological symptoms, hematologi-
cal disorders, insulin-resistant hyperglycemia, or metabolic 
acidosis may occur. However, indications for the modifica-
tion of the phosphate intake of nutritional treatment, which, 
according to  current recommendations, are introduced 
on the 3rd day of a neonate’s life, have not yet been established.

The aims of this study were:
–– to analyze metabolic disorders in preterm infants 

during the 1st week of life, especially hypophospha-
temia; and

–– to  determine the  hypophosphatemia risk factors 
in low birth weight neonates receiving parenteral 
nutrition.

Material and methods

The research was carried out from August 2013 to July 
2014 in the Neonatal Intensive Care Unit of the  Depart-
ment of Neonatology at the University Hospital in Wrocław. 
During this period, 2,316 neonates were hospitalized 

in the department, 84 of whom were born before 33 0/7 
weeks of gestation, which constituted 3.6% of all labors. 
The retrospective analysis covered 49 neonates aged be-
tween 24 0/7 and 32 6/7 weeks of gestation. The study in-
cluded children whose phosphate concentration was mea-
sured at least twice during the 1st week of their lives: between 
the 1st and 3rd day of life (M1), and between the 4th and 7th 
day of life (M2). Patients with congenital malformations 
were excluded from the analysis. Two groups of neonates 
were identified by means of Fenton centile growth charts 
for preterm neonates: appropriate for gestational age (AGA) 
and small for gestational age (SGA).10

Starting parenteral nutrition sets were prepared by the hos-
pital pharmacy and contained amino acids (1.5  g/kg), 
glucose and calcium (0.5 mmol/kg), but no phosphates. 
According to the Guidelines for Paediatric Parenteral Nu-
trition published by the European Society for Paediatric 
Gastroenterology, Hepatology and Nutrition (ESPGHAN) 
in 2005, a minimum amino acid intake of 1.5 g/kg/day 
is necessary to prevent a negative nitrogen balance.11  Pa-
tients in the study received amino acids (3.0 g/kg/day) and 
lipids (3 g/kg/day) from the 2nd day of life.

The patients received Glycophos (Fresenius Kabi, Up-
psala, Sweden) in parenteral nutrition from the 2nd or 3rd 
day of life (range: 2nd–5th day of life), according to current 
recommendations.11

Phosphate supplementation was continued in the form 
of human milk fortifier and/or a sodium-phosphate mix-
ture in all enterally-fed patients with hypophosphatemia.

A phosphate level <4.4 mg/dL (1.4 mmol/L) in preterm 
neonates in the 1st week of life was diagnosed as hypophos-
phatemia. Severe hypophosphatemia was set at a phosphate 
level of <3.1 mg/dL (1 mmol/L), and hypocalcemia and hy-
pomagnesemia were diagnosed at calcium and magnesium 
levels <8.0 mg/dL and 1.5 mg/dL, respectively. The bio-
chemical tests on  blood serum were performed using 
the Beckman Coulter analyzer (Beckman Coulter Polska 
Sp. z o. o., Warszawa, Poland) in the Department of Ana-
lytical Laboratory of the University Hospital in Wrocław.

The Bioethical Commission of  Wroclaw Medical Uni-
versity granted permission to carry out the retrospective 
analysis of the patients’ medical records.

The characteristics of the examined patients, divided 
into 2 groups according to the level of phosphates (HP – 
aggravated hypophosphatemia, ≤3.1 mg/dL; and NP – nor-
mal phosphatemia, >3.1 mg/dL]) are presented in Table 1.

Statistical analyses were performed using either version N-1 
of the χ2 test for categorical variables, or the Mann–Whit-
ney test or Student’s t-test for continuous variables. The data 
was expressed as mean ±SD for normally distributed con-
tinuous variables, or as median and range for variables not 
normally distributed. Categorical variables were described 
using absolute (n) and relative (%) frequencies. For categori-
cal variables, the relative risk (RR) was calculated with 95% 
confidence intervals (CI). Simple and multiple regression 
were also used. A p-value <0.05 was considered significant. 
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The analysis was performed using Stargraphics Centurion 
XVII (Stargraphics Technologie Inc., Virginia, USA) and 
MedCalc v. 16.2 (MedCalc, Ostend, Belgium) for Windows.

Results

A phosphate concentration in blood serum within the prop-
er laboratory range (4.4–6.7 mg/dL) was observed in only 25% 
of infants. A value below the lower range limit was observed 
in 75% of neonates, and in 2 children (4%) phosphate concen-
tration barely exceeded the upper range limit (Fig. 1).

Hypophosphatemia was observed in  the  first days 
of life in 61% of children, in 45% of whom a subsequent 
test revealed a further fall in the phosphate level. In 39% 
of the examined preterm neonates, hypophosphatemia 
was recognized between the 4th and 7th day of life (Fig. 2).

On the basis of phosphate concentration, the neonates 
were divided into 2 groups: those with aggravated hypo-
phosphatemia (≤3.1 mg/dL) and those with normal phos-
phatemia (>3.1 mg/dL).

The median concentration of phosphates in 1–3-day-
old newborns’ blood serum was 3.1 mg/dL in  the HP 
group and 5 mg/dL in the NP group; however, in the tests 

Table 1. Characteristics of the preterm infants: A comparison of HP and NP

Characteristics HP 
 (n = 18)

NP 
(n = 31) RR 95% CI p-value

Gestational age weeks, mean ±SD 29.2 ±2.2 29.8 ±2.4 – 0.3576t

GA <28 HBd , n (%) 3 (17) 7 (23)
RR 0.74

CI 0.22–2.50
0.6215χ

Birth weight [g], mean ±SD 1029 ±315 1477 ±447 – 0.0005t

Small for gestational age,  n (%) 11 (61) 3 (10)
RR 6.32

CI 2.03–19.68
0.0002χ

TPN
initial glucose intake [g/kg/day], mean ±SD1

initial amino acids intake [g/kg/day], mean ±SD1

initial P intake [mmol/kg/day], median ( range)2

initial K intake [mmol/kg/day], median (range)2

8.97 ±1.24
2.72 ±0.31

3 (1–5)
3 (2–5)

8.89 ±1.21
2.69 ±0.45

4 (2–5)
4 (2–7)

–
–
–
–

0. 8192t

0.7891t

0.7273M-W

0.0528M-W

Days of TPN (for survivors), median (range) 13 (5–30) 10.5 (3–35) – 0.3919M-W

Days of hospital stay (for survivors) 53 (31–89) 35 (15–104) – 0.0324M-W

HP – study group; NP – control group; n – number of patients; RR – relative risk; CI – confidence interval; SD – standard deviation; GA – gestational age;  
HBd – hebdomas; TPN – total parenteral nutrition; χ χ2 test; t Student’s t-test; M-W Mann-Whitney test.
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carried out between the 4th and 7th day of life, the con-
centrations were 2.35 mg/dL (HP) and 5.5 mg/dL (NP). 
The lowest level of phosphates was observed up to the 10th 
day of life (median: the 6th day of life). The neonates re-
ceived phosphates in parenteral nutrition from the 3rd day 
of life (range: 2nd–5th day of life). Phosphorus supplemen-
tation was continued in the form of human milk fortifier 
and/or a phosphate-sodium mixture in all patients with 
hypophosphatemia.

There was a statistically significant relationship between 
the minimum level of phosphorus (Pmin) [mg/dL] and birth 
weight [g] with a 95% CI; p-value <0.05 (p = 0.0000).

Pmin [mg/dL] = −14.6492 + 2.53301 × ln (birth weight [g])

The R2 value indicates that the model as fitted explains 
46.3533% of the variability in Pmin [mg/dL] after transform-
ing to a Y/(1-Y) scale to linearize the model. The correlation 
coefficient equals 0.680833, indicating a moderately strong 
relationship between the variables (Fig. 3).

Neonates with intrauterine growth restriction (IUGR) 
(RR 5.2 95% CI 2.2–124; p = 0.0001) and extremely low 
birth rate (ELBW) (p < 0.05) were at risk of early hy-
pophosphatemia; however, the difference in gestational 
age between the  NP and HP groups was statistically 
insignificant.

Even though insulin, catecholamine and invasive ven-
tilation were more frequently administered, and com-
plications such as  intraventricular hemorrhages (IVH), 
early infections, bronchopulmonary dysplasia (BPD), 
death, or biochemical disorders (hypertriglyceridemia, 
hypocalcemia or hyperglycemia) occurred more often 
in the HP group than in the NP one, they were statisti-
cally insignificant.

Discussion

Considering the problem of hypophosphatemia in neo-
nates, the question of how and when to diagnose it must 
be answered.

The  assessment of  hypophosphatemia is  necessarily 
based on the level of phosphorus in serum; thus, it is vi-
tal to be fully familiar with the normal range. It is also 
essential to bear in mind pre-analytical errors – sample 
hemolysis falsely increases the phosphate concentration 
results, as do hypertriglyceridemia and hyperbilirubinemia 
in intensive care unit patients. The phosphate concen-
tration in a fetus’s blood may be adopted as the golden 
standard for determining a preterm neonate’s biochemical 
condition.12 Based on the assessment of phosphate con-
centration in 560 neonates’ umbilical blood, Fenton set 
referential values for preterm newborns and term-born 
babies dependent on gestational age within 4 age ranges. 
The lower range limit for preterm neonates with 28–31 
weeks of gestation was 1.4 mmol/L, the same as in our 
study. However, the upper range limit in our study was 
higher than that in Fenton (2.7 vs 2.1 mmol/L). In neo-
nates, the norms depend on gestational age; phosphate 
concentration in umbilical blood decreases with GA, while 
the level of sodium increases.

Adults are also considered to develop serious symptoms 
at  phosphorus levels lower than 1–1.5  mg/dL (<0.32– 
–0.5 mmol/L).8,13 In the developmental period, however, 
phosphatemia norms depend on age – the lower the age, 
the higher the norms. The highest values are observed 
in babies, so extrapolation seems inaccurate. Safe phospha-
temia ranges in neonates, especially in VLBW ones, need 
to be determined in the near future. Both the frequency 
and intensity of the described disorders in a specific study 
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are influenced by the range of the adopted norm. In order 
to increase the possibility of revealing hypophosphatemia 
complications, we used aggravated hypophosphatemia (de-
fined as a phosphorus level of <1 mmol/L) for the purpose 
of statistical analysis. In publications, hypophosphatemia 
is set at various phosphorus concentrations ranging from 
<0.8 mmol/L to ≤ 0.9 mmol/L or ≤ 1 mmol/L.9,14–16

Therefore, which level should require intensive phos-
phate supplementation? In other words, when should hypo-
phosphatemia be diagnosed? It may be necessary to review 
the results of the studies conducted with metabolic meth-
ods, which can precisely pinpoint the ranges of clinically 
significant hypophosphatemia.17,18

Just 10 years ago, hypophosphatemia in neonates, as well 
as in babies, was associated with a metabolic bone disease 
diagnosed at the end of the 1st month of life; and in the ear-
ly neonatal period, this age group was actually expected 
to develop hyperphosphatemia.

On  the  basis of  both our own studies and pub-
lished works, it may be concluded that after changing 
the nutrition protocol, hypophosphatemia is not a rare 
complication in  VLBW infants and it  often occurs 
in the 1st week of  life.9,14,19–21 The early hypophospha-
temia observed in  VLBW infants and those who are 
small for gestational age (SGA) suggest that it may have 
the same mechanism as RFS. VLBW neonates with sep-
sis require special attention, because they present even 
lower values of phosphorus concentration in blood.14,20 
Three out of  4 neonates from our study group diag-
nosed with sepsis within the  first 2 weeks of  life had 

pronounced early hypophosphatemia (<3.1  mg/dL);  
2 of them died. Transient hypophosphatemia is also ob-
served in both children and adults in the course of diag-
nosed infections; phosphorus concentration is inversely 
proportionate to C-reactive protein (CRP) level, so other 
anti-inflammatory factors are said to take part in the pro-
cess (tumor necrosis factor alpha and interleukin 6).22,23 
When should phosphorus concentration be monitored, 
then? Unfortunately, there are no generally accepted pro-
tocols, but there is increasing evidence which indicates 
that it is important to measure phosphate concentration 
within the first days of  life.4,15,21 However, the number 
of additional tests in infants is limited not only by indica-
tions for their use, but also by the amount of circulating 
blood and the risk of iatrogenic anemia. There are sugges-
tions that phosphate concentration should be monitored 
twice a day before stabilization.24 Other authors argued 
for monitoring the clinical and biochemical parameters 
of RFS in the 3rd or 4th day of life in infants at risk, including 
VLBW or ELBW neonates requiring parenteral nutrition.19

Based on  the  data which we  obtained, the  1st mea-
surement of phosphorus should be taken by the 3rd day 
of life and it should be retaken every 2 or 3 days within 
the 1st week of life due to the risk of increased hypophos-
phatemia. While correcting acute hypophosphatemia, 
the concentration in blood serum should be measured 2 h 
after infusion.8 The dose and timing of phosphorus in-
take in parenteral and enteral feeding with a high protein 
and energy intake is crucial in order to avoid RFS in in-
fants.25 In neonatology, tailored nutrition prescriptions 
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are typically administered. More and more data advocate 
intake safety from the 1st day of standard nutrition which 
contains phosphates.26–28 However, phosphorus supple-
mentation is currently recommended from the 3rd day 
of life; before that, neonates receive only a small amount 
of phosphorus in a  lipid solution. Fears of early phos-
phate intake result from the need to intake sodium and 
potassium simultaneously, which is not recommended 
in the first days of life until diuresis stabilizes. The com-
plications from phosphorus intake, especially intravenous 
feeding, also include hypocalcemia and excess intake 
resulting in hyperphosphatemia.11 It is important to point 
out that regardless of phosphate supplementation, a de-
crease in phosphate concentration was observed in 66% 
of preterm neonates with parenteral nutrition older than 
3 days of  life whom we examined, a fact that  indicates 
insufficient intake. While performing parenteral intake 
of Ca or P in the amount of 3 and 1.92 mmol/kg/day, 
respectively, in the 3rd day of  life, Christman et al. ad-
ministered the maximum recommended phosphate doses 
to preterm infants <34 GA; however, as many as 34% 
of babies had a phosphorus level of <1.8 mmol/L in the 5th 
day of life.21

The study we carried out is a preliminary one. The small 
group of patients studied made it impossible for us to pres-
ent conclusive results concerning RFS clinical symptoms 
in  preterm neonates with aggravated hypophosphate-
mia. Prospective studies are currently being conducted  
in our center.

Conclusions

Early hypophosphatemia is a common metabolic com-
plication in neonates with <33 GA who receive parenteral 
feeding. Thus, thorough monitoring is necessary from 
the very first days of life, especially in VLBW and SGA 
neonates. It is necessary to carry out further studies in or-
der to determine optimal nutritional standards in the early 
stages of life. It is also essential to identify risk groups of in-
fants who may have higher requirements for supplemented 
phosphates within the 1st week of life to prevent RFS.

What is new:
–– adequate phosphate intake is important for preven-

tion of metabolic bone disease in preterm infants;
–– recommendations for neonatal mineral intake are 

based on in utero acceleration rates, but supplemen-
tation requirements of preterm neonates vary be-
tween studies.

What is known:
–– early hypophosphatemia is  a  common metabolic 

complication in neonates before 32 GA receiving 
parenteral nutrition;

–– thus, thorough monitoring is necessary from the very 
first days of  life, especially in  VLBW and SGA 
neonates. 
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Abstract
The aim of this review is to present data from the available literature concerning CXCL9, CXCL10 and CXCL11, 
as well as their receptor 3 (CXCR3) in selected diseases of the central nervous system (CNS), such as tick-
borne encephalitis (TBE), neuroborreliosis (NB), Alzheimer’s disease (AD), and multiple sclerosis (MS).  
CXCL9, CXCL10, and CXCL11 lack glutamic acid-leucine-arginine (ELR), and are unique, because they are more 
closely related to each other than to any other chemokine. The aforementioned chemokines are especially 
involved in Th1-type response and in various diseases, as their expression correlates with the tissue infiltration 
of T cells. Their production is strongly induced by interferon gamma (IFN-Υ), the most typical Th1 cytokine. 
They act by binding to the CXC3 receptor. Knowledge about the action mechanism of CXCR3 and its ligands 
may be useful in the treatment of CNS diseases. However, data in the literature concerning the evaluation 
of CXCL9, CXCL10, CXCL11, and their receptor with the use of the enzyme-linked immunosorbent assay 
(ELISA) method is limited.

Key words: chemokines, neurodegeneration, neuroinflammation, CXCR3

Reviews

CXCL9, CXCL10, CXCL11, and their receptor (CXCR3) 
in neuroinflammation and neurodegeneration
Olga M. Koper1,A–D,F, Joanna Kamińska1,B,C,E,F, Karol Sawicki2,C,E,F, Halina Kemona1,E,F

1 Department of Clinical Laboratory Diagnostics, Medical University of Bialystok, Poland
2 Department of Neurosurgery, Medical Clinical Hospital in Bialystok, Poland

A – research concept and design; B – collection and/or assembly of data; C – data analysis and interpretation; 
D – writing the article; E – critical revision of the article; F – final approval of the article

Advances in Clinical and Experimental Medicine, ISSN 1899-5276 (print), ISSN 2451-2680 (online)� Adv Clin Exp Med. 2018;27(6):849–856



O. Koper, et al. ELR-lacking chemokines in CNS diseases850

Introduction

Chemokines are crucial proteins that take part in the reg-
ulation of the migration of leukocytes in peripheral lym-
phatic organs. In pathological conditions, they take part 
in the migration of immunocompetent cells to the sites 
of inflammation and are also involved in neoplastic pro-
cesses, or even may provide an entrance for pathogens into 
the body.1

The literature indicates that chemokines and their recep-
tors might also play a role in the central nervous system 
(CNS). They are constitutively present in the brain on glial 
cells and neurons, take part in intracellular communica-
tion, and play a pivotal role during the pathogenesis of vari-
ous CNS diseases.2–4 Central nervous system cells, upon 
stimulation by pathogens, release chemokines and are able 
to respond to them using their receptors. Under normal 
conditions, the CNS is an immune-privileged site because 
of a highly selective blood-brain barrier (BBB), separat-
ing the brain from the circulating blood. A pathological 
process leads to the activation of microglia, and this leads 
to neuronal and glial cell injury, as well as to death through 
the production of chemokines. These events enable the mi-
gration of immune cells across the BBB.4

This review is  focused on  CXCL9/MIG (monokine-
induced by IFN-Υ), CXCL10/IP-10 (interferon-inducible 
10 kDa protein) and CXCL11/I-TAC (inducible T cell-α 
chemoattractant), and their chemokine (C-X-C motif) 
receptor 3 (CXCR3/CD183).3,5,6 Our aim is  to  present 
the data available in the literature, concerning the above-
mentioned chemokines and their receptor in selected CNS 
diseases, such as tick-borne encephalitis (TBE), neurobor-
reliosis (NB), Alzheimer’s disease (AD), and multiple scle-
rosis (MS). These CNS diseases have different etiologies: 
TBE is  the  most common viral tick-borne disease, NB 
is the most common bacterial disease transmitted by ticks 
and AD is the most common form of dementia in elderly 
people, while MS is the most common disabling inflamma-
tory demyelinating CNS disease in young adults. The cells 
of the CNS are capable of releasing chemokines upon stimu-
lation; moreover, CNS cells are also able to respond to them 
by their receptors. There is evidence which identifies chemo-
kines and their receptors as potential therapeutic targets.4 
According to the best of our knowledge and the available 
literature, data regarding the role and evaluation of concen-
trations of CXCL9, CXCL10 and CXCL11, and their receptor 
in CNS diseases is limited and not well-studied.

Chemokines

Chemokines are small proteins (8–15 kDa), consisting 
of approx. 70–90 amino acids.1,3,7 Based on the position 
of conservative cysteines (C) in their sequence, they are di-
vided into 4 structural subfamilies: CXC (alpha), CC (beta), 
C (gamma), and CXC3 (delta).8,9 The CXC chemokines are 

additionally subdivided into those containing a glutamic 
acid-leucine-arginine motif (ELR) near their N-terminus 
and those which do not contain this motif (non-ELR).3

Chemokines were originally discovered by their adhe-
sion, chemotaxis and leukocyte activation abilities, both 
in vivo and in vitro.2,7 They are also involved in immune 
surveillance and the location of lymphocytes B or T with 
an antigen.3,10 Based on their primary function, chemo-
kines have also been classified into inflammatory chemo-
kines, homeostatic chemokines and dual function chemo-
kines (involved in both of the aforementioned processes).8

Chemokines mediate their function by activating 7-trans-
membrane G protein-coupled receptors, and thus induce cells 
to migrate through a concentration gradient.1,10 Chemokine 
receptors were identified as CXCR, CCR, CR, and CX3CR.11,12 
These receptors are part of a larger superfamily, including 
receptors for inflammatory mediators, hormones and neu-
rotransmitters, as well as paracrine substances.8 The con-
formational change of the chemokine, which makes the N 
terminus larger and more flexible, allows for receptor activa-
tion. The activation of the chemokine receptor leads to an ex-
change of bound GDP to GTP in the α subunit of the G pro-
tein, which disassociates from the receptor, and thus activates 
the downstream of several effector molecules, resulting 
in a cascade of  signaling events within the cytoplasm.10

The number of  chemokine receptors is  significantly 
lower (approx. 20) than their ligands (approx. 50), which 
means that various chemokines share a single, common 
receptor. On the other hand, individual chemokines can 
also bind multiple receptors. Monogamous chemokine 
receptor–ligand interactions have been observed only 
in the case of CXCL12/CXCR4 and CX3CL1/CX3CR1.8

CXCL9, CXCL10 and CXCL11

CXCL9, CXCL10 and CXCL11 are the 3 chemokines 
that lack ELR (Glu-Leu-Arg). They are more closely related 
to each other than to any other chemokine, with an ami-
no acid sequence similarity of about 40%.5 The CXCL9, 
CXCL10 and CXCL11 gene is  located on  chromosome 
4q21.21.12 The above-mentioned chemokines are especially 
involved in Th1 response. In various diseases, their expres-
sion correlates with the tissue infiltration of T cells.7 Under 
physiological conditions, they are not detectable in most 
non-lymphoid tissues. However, in the case of infection, 
immunoinflammatory response or injury, their production 
by blood and tissue cells is strongly induced by IFN-Υ – 
the most typical Th1 cytokine (Fig. 1).3,5

It is interesting that the actions of the individual CXCR3 
ligands can be distinct: a carboxy-terminal domain is re-
quired by CXCL9 and CXCL10, while CXCL11 requires 
the 2nd domain, residing in  the 3rd intracellular loop.3 
CXCL9, CXCL10 and CXCL11 may also act as natural 
antagonists for the receptor for eotaxin (CCR3) and a few 
other CC chemokines.5 
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Data in the literature indicates a significant role for CXCL9, 
CXCL10 and CXCL11, and their receptor in the CNS, in both 
physiological processes and pathological processes. CXCL11 
was originally identified in interferon beta (IFN-β) treated 
mouse astrocytes. It was shown that IFN-Υ alone or with 
interleukin (IL)-1 had the ability to stimulate CXCL11 gene 
expression by human astrocytes and fetal human microglia. 
Similarly, CXCL10 was identified in the context of IFN-in-
ducible genes, expressed by murine-cultured astrocytes and 
microglia. CXCR3/CXCL10 signaling is crucial in microglia 
recruitment and essential for neuronal reorganization.13 
CXCL9 is constitutively expressed on human brain-derived 
microvascular endothelial cells and astrocytes.3

The CXC3 receptor

CXC3 receptor (CXCR3) gene is located on chromosome 
Xq13. CXCR3 is a classic 7-transmembrane receptor cou-
pled to the G protein. Historically, this was the 3rd che-
mokine receptor discovered. It encloses an extracellular 
domain, which contains 3 potential amino-glycosylation 
sites, 7 transmembrane-spanning domains and intracel-
lular carboxyl-terminal regions with 3 intracellular loop 
regions, and it shares a 30% identity with CXCR1 (CD181) 
and CXCR2 (CD182).14 

CXCR3 is linked to several pathways, including Src, PI3K 
and MAPK signaling pathways, and it is expressed in a few 
forms (CXCR3-A, CXCR3-B and CXCR3-alt). The classic 

form, CXCR3-A, is expressed on CD4+ Th1 cells, naïve 
and memory CD8+ T cells, natural killer (NK) cells, and 
activated B cells. It can also be induced on all T cell subsets 
within the first few days after activation.3,15 The role of CX-
CR3-A consists in mediating the direct migration of T cells 
to inflamed lymph nodes and other sites of  inflamma-
tion.6,15 Studies showed that Th1 cells in vitro generate 
higher levels of CXC3 receptor expression and migrate 
better to CXCL11, CXCL10 and CXCL9 than Th2 cells.5 

CXCR3-B is an alternatively spliced variant of the CXCR3 
gene and it contains a longer NH2-terminal extracellular 
domain.3,15 While CXCR3-A supports cell survival and 
chemotaxis, the role of CXCR3-B consists in DNA syn-
thesis inhibition and the induction of apoptosis. CXCR3-B 
also has an angiostatic effect on tumor-associated blood 
vessels and acts as a functional receptor for platelet factor 4 
(CXCL4/PF4).6,16 CXCR3-alt is the 3rd variant that contains 
a truncated C-terminus, as it lacks an intact 3rd and 2nd 

extracellular loop. Cells showing an expression of this form 
in vitro are capable of migrating in response to stimulation 
with CXCL11.15 

Tick-borne encephalitis

Tick-borne encephalitis (TBE) is one of the most signifi-
cant human arboviral infections of the CNS.2,17 It is endem-
ic to regions where transmission vectors are distributed: 
Ixodes ricinus-dominated, Ixodes persulcatus-dominated 

Fig. 1. The characteristics of CXCL9, CXCL10 and CXCL11 chemokines

show significant structural 
homology to each other
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and mixed regions.17,18 So far, 3 genotypes of TBE viruses 
have been described: the European subtype transmitted 
by I. ricinus and the Siberian and Far-Eastern subtypes 
transmitted by  I. persulcatus. Recently, the  incidence 
of TBE has significantly increased, particularly in Ger-
many, Switzerland, Lithuania, Latvia, and Poland.17,18 
Approximately 40% of infectious TBE cases might be as-
ymptomatic; however, TBE is generally associated with 
a flu-like syndrome and causes moderate to severe injuries 
of the CNS.17 The 2nd neurological phase may occur: with 
aseptic meningitis (in 50% of the cases), meningoencepha-
litis (40%) or meningoencephalomyelitis (10%).17

Chemokines are responsible for attracting leukocytes 
into the CNS and the cerebrospinal fluid (CSF) across 
the BBB in meningitis and meningoencephalitis. Holub 
et al. showed that the majority of cells in the early stage 
of TBE are T lymphocytes and only a small number consist 
of B lymphocytes and NK cells.19

There is not much data concerning the possible involve-
ment of CXCL9, CXCL10 or CXCL11 chemokines, and 
their receptor in TBE. So far, the role and diagnostic use-
fulness of the aforementioned chemokines in TBE have 
been tested only by Zajkowska et al. and Koper et al.20,21 
Zajkowska et al. noted that serum CXCL10 concentra-
tions were significantly increased in the acute phase of TBE 
as compared to the control group. CXCL10 and CXCL11 
concentrations were also significantly higher in the CSF 
than in the serum, which might suggest that local produc-
tion in the CSF is their source.20 Moreover, the authors 
suggested that the concentration gradients of CXCL10 
and CXCL11 between the CSF and the serum may recruit 
lymphocytes T to the CSF. Cerebrospinal fluid CXCL10 
and CXCL11 concentrations were lower in TBE patients 
after treatment than before treatment; however, they still 
remained higher than in the control group (Table 1).20 

With the use of receiver operator characteristic (ROC) 
curves, Zajkowska et al. also assessed the diagnostic useful-
ness of these chemokines in the di-
agnosis and monitoring of inflam-
matory process in TBE.20 The ROC 
curves analysis of  CXCL10 and 
CXCL11 in TBE patients before and 
after treatment showed significant 
differences between these 2 groups. 
Additionally, CXCL10 and CXCL11 
in the CSF were highly useful di-
agnostically (p < 0.050). According 
to Zajkowska et al., these chemo-
kines might be useful parameters 
in monitoring the course of TBE.20

CXCL9 concentrations in  TBE 
were analyzed by Koper et al., who 
revealed that  the  CSF and serum 
CXCL9 levels were significantly high-
er as compared to the controls. Cere-
brospinal  fluid CXCL9 demonstrated 

a tendency for higher concentrations, while serum CXCL9 
tended to be lower in the acute phase of TBE in compari-
son to the TBE patients after a 2-week follow-up. Howev-
er, neither difference was statistically significant (Table 1). 
To exclude the possible impairment of the blood-CSF barrier  
and/or BBB functions as potential sources influencing CXCL9 
concentrations, the authors then related CSF CXCL9 concen-
trations to the serum levels in order to calculate the CXCL9 
index (ICXCL9). The levels of ICXCL9 in the acute phase of TBE 
and after a 2-week follow-up were significantly higher com-
pared to  the  controls, and significantly decreased after 
the resolution of the symptoms. To sum up their findings, 
Koper et al. concluded that the CXCL9 index may be a better 
indicator of symptom resolutions in TBE than CSF or serum 
CXCL9 concentrations.21

The data presented in Table 1 indicates that higher con-
centrations of CXCL9 and CXCL10 are noted in the CSF 
as compared to serum samples. Among all 3 chemokines 
presented in this review, CXCL9 seems to be more specific 
for TBE than CXCL10 and CXC11, regardless of the type 
of material obtained from the patient for analysis. 

Neuroborreliosis

Borreliosis (Lyme disease, Lyme borreliosis, LB) 
is a chronic disease, caused by etiologic factors which are 
spirochaetes Borrelia burgdorferi sensu lato. Annually, 
there are about 85,500 LB cases reported worldwide (ap-
prox. 65,500 cases in Europe, 16,500 in North America, 
3,500 in Asia).22 

It  is  estimated that neurological forms of Lyme dis-
ease develop in about 40% of the patients suffering from 
B. burgdorferi. Henningsson et al. reported that the num-
ber of neuroborreliosis (NB) cases in Sweden between 
2000 and 2005 increased from 5/100,000 to 10/100,000 
inhabitants/year.23 

Table 1. CXCL9, CXCL10 and CXCL11 tested by the ELISA method in tick-borne encephalitis.  
Values are expressed in pg/mL

Zajkowska et al., 2011
TBE (n = 15), controls (n = 8) CSF Serum

CXCL10
•	 TBE1 (9360) vs C (338) – p*
•	 TBE2 (1500) vs C (338) – pa

•	 TBE1 (9360) vs TBE2 (1500) – p*

•	 TBE1 (127) vs C (69) – p*
•	 TBE2 (192) vs C (69) – pa

•	 TBE1 (127) vs TBE2 (192) – NS

CXCL11
•	 TBE1 (68) vs C (4.6) – p*
•	 TBE2 (26) vs C (4.6) – pa

•	 TBE1 (68) vs TBE2 (26) – p*

•	 TBE1 (80) vs C (91) – NS
•	 TBE2 (132) vs C (91) – pa

•	 TBE1 (80) vs TBE2 (132) – NS

Koper et al., 2018
TBE (n = 24), controls (n = 13) CSF Serum

CXCL9
•	 TBE1 (215) vs C (6) – p*
•	 TBE2 (166) vs C (6) – p*
•	 TBE1 (215) vs TBE2 (111) – NS

•	 TBE1 (111) vs C (58) – p*
•	 TBE2 (138) vs C (58) – p*
•	 TBE1 (111) vs TBE2 (138) – NS

C – controls; CSF – cerebrospinal fluid; ELISA – enzyme-linked immunosorbent assay; n – the number 
of subjects included in the study; NS – not statistically significant; a p-value not presented in the paper; 
* p-value significantly higher (p < 0.05); TBE – tick-borne encephalitis; TBE1 – material of TBE patients 
tested at the time of diagnosis; TBE2 – material of TBE patients tested after follow-up.
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Approximately 15% of the patients suffering from NB 
are affected by  lymphocytic cerebrospinal meningitis. 
The coexistence of meningitis symptoms, painful radicular 
syndrome and cranial nerve paralysis is called Bannwarth 
syndrome. Myeloencephalitis develops with a much lower 
frequency (in about 0.1% of patients).23

Lepej et al. evaluated the contribution of chemokine receptor 
CXCR3 and its ligands CXCL10 and CXCL11 to the recruit-
ment of peripheral blood memory CD4+ T cells into the CSF 
of patients with acute NB.24 In their studies, the percentage 
of memory CD45RO+CD4+ T cells expressing CXCR3 was 
significantly higher in the CSF compared to the peripheral 
blood. Additionally, concentrations of CXCL10 and CXCL11 
in the CSF of NB patients were significantly higher com-
pared to the corresponding serum samples. Regarding con-
trol samples, similar findings were observed only in the case 
of CXCL11. The authors suggested that in NB, CXCL10 and 
CXCL11 create a chemokine gradient between the CSF and 
serum, and recruit CXCR3-expressing memory CD4+ T cells 
into the CSF in patients with NB.24

Rupprecht et al. showed increased CXCL11 concentra-
tions in the CSF of patients with NB as compared to the pa-
tients with noninflammatory CNS diseases.25 Additionally, 
in their studies, CSF CXCL11 concentrations were sig-
nificantly correlated with white blood cell count (Table 2). 
They also found that CSF CXCL11 concentrations of NB 
patients are statistically more chemotactic for mononuclear 
cells than those of control patients and that the chemotactic 
index was correlated with the CSF white blood cell count.25

Henningsson et al. showed that patients with confirmed 
NB and possible early NB had significantly higher CSF 
concentrations of CXCL10 as com-
pared to  the  non-NB group and 
the control group.26 Moreover, CSF 
CXCL10 correlated with CSF pleo-
cytosis, but not with clinical param-
eters or the levels of anti-Borrelia- 
-antibodies. In their opinion, time 
is  probably an  important factor 
for the chemokine profile, because 
Th1 cells dominate in  the  early 
stage of inflammation, which may 
be observed in patients with ear-
ly NB. Thereafter, this response 
is  counter-balanced by a Th2 re-
sponse, which might be observed 
in patients with confirmed NB.26 
In  the  serum samples, CXCL10 
concentrations were significantly 
higher in the confirmed NB group, 
as  well as  controls, as  compared 
to subjects with possible early NB 
and the non-NB group. They also 
found that CSF CXCL10 concentra-
tions did not correlate with the cor-
responding serum concentrations, 

which may indicate that  the  CSF is  better material 
for the evaluation of the tested chemokine.

Moniuszko et  al. revealed that  pre-treatment serum 
CXCL10 and CXCL11 concentrations were significantly 
higher compared to the control group (Table 2).27 After 
treatment, only serum CXCL10 concentrations revealed 
statistically significant outcomes as compared to the con-
trols. In the CSF, only pre-treatment and post-treatment 
CXCL11 concentrations were notably higher when com-
pared to the control group (Table 2). The analysis of diag-
nostic usefulness showed that CXCL10 differentiates NB 
and controls, while CXCL11 can only distinguish between 
the pre-treatment NB cases and healthy subjects.27 Ac-
cording to Moniuszko et al., CXCL10 and CXCL11 are 
involved in the inflammatory process in NB; however, their 
results indicate that the chemokine patterns vary between 
the CSF and serum.27

The data in Table 2 indicates that both before and after 
antibiotic therapy, higher concentrations of CXCL10 in NB 
are noted in the CSF as compared to the serum samples. 
Data concerning the evaluation of the CXCL11 levels in NB 
is not coherent, thus this aspect requires further studies.

Alzheimer’s disease

The most common form of dementia in elderly peo-
ple is Alzheimer’s disease (AD).28,29 About 70% of  late-
life mental failure is caused by AD, which affects more 
than 25 million people worldwide.30 Of crucial relevance 
in the development of AD is the deposition of β amyloid 

Table 2. CXCL10 and CXCL11 tested by the ELISA method in neuroborreliosis.  
Values are expressed in pg/mL 

Lepej et al., 2005
Acute NB before AT  
(n = 20); C (n = 11)

CSF Serum

CXCL10 •	 NB (733) vs C (9) – p* •	 NB (155) vs C (99) – p*

CXCL11 •	 NB (17) vs C (70) – p* •	 NB (7) vs C (9) – NS

Rupprecht et al., 2005
Acute NB before AT (n = 17); C (n = 20) ELISA method

CXCL11, CSF
•	 NB (100) vs C (55) – p*
•	 CXCL11 significantly correlated with the CSF cell count  

(p < 0.001; r = 0.57)

Moniuszko et al., 2014
Confirmed NB  

(n = 19); C (n = 8) 
ELISA method

CSF Serum

CXCL10
•	 NB1 (465) vs C (274) – NS
•	 NB2 (441) vs C (274) – NS
•	 NB1 (465) vs NB2 (441) – NS

•	 NB1 (333) vs C (70) – p*
•	 NB2 (145) vs C (70) – p*
•	 NB1 (333) vs NB2 (145) – p*

CXCL11
•	 NB1 (111) vs C (4.2) –p*
•	 NB2 (19) vs C (4.2) – p*
•	 NB1 (111) vs NB2 (19) – p*

•	 NB1 (167) vs C (88) – p*
•	 NB2 (105) vs C (88) – NS
•	 NB1 (167) vs NB2 (105) – NS

AT – antibiotic therapy; C – controls; CSF – cerebrospinal fluid; ELISA – enzyme-linked immunosorbent 
assay; n – the number of subjects included in the study; NB1 – material tested before AT; NB2 – material 
tested after AT; NS – not statistically significant; * p-value significantly higher. 



O. Koper, et al. ELR-lacking chemokines in CNS diseases854

Table 3. CSF CXCL10 tested by the ELISA method in Alzheimer’s disease. 
Values are expressed in pg/mL

Galimberti et al., 2003
AD (n = 36); MCI (n = 38);  

C (n = 41)
•	 AD (103), MCI (128) vs C (69) – p*

Galimberti et al., 2006
AD (n = 48); MCI (n = 36);  

C (n = 29)
•	 AD (108) vs MCI (121) vs C (103) – NS

Corrêa et al., 2011
AD (n = 22); C (n = 27) •	 AD vs C – NS

AD – Alzheimer’s disease; C – controls; CSF – cerebrospinal fluid;  
ELISA – enzyme-linked immunosorbent assay; n – the number of subjects 
included in the study; NS – not statistically significant; MCI – mild 
cognitive impairment; * p-value significantly higher (p < 0.05).

Table 4. CSF CXCL10 tested by the ELISA method in multiple sclerosis. 
Values are expressed in pg/mL

Sørensen et al., 2001
CDMS (n = 36); MON (n = 12); 

C (n = 19)

•	 CDMS (2.6) vs C (1.8) – NS
•	 CDMS (2.6) vs MON (2.1) – NS

Mahad et al., 2002
MS (n = 43); BH (n = 12);  

NIND (n = 44); IND (N = 24)

•	 MS, NIND and IND vs BH – p* 
•	 MS, IND vs NIND – p*
•	 MS vs IND – NS

BH – patients with benign headaches; C – controls; CDMS – clinically 
definite multiple sclerosis; CSF – cerebrospinal fluid; ELISA – enzyme-
linked immunosorbent assay; IND – inflammatory neurological diseases; 
n – the number of subjects included in the study; NIND – non- 
-inflammatory neurological diseases; NS – not statistically significant; 
MON – monosymptomatic optic neuritis, * p-value significantly higher. 

(1-42) in association with neurofibrillary tangle (NFT) 
formation in the brain, which leads to irreversible neuronal 
damage (severe reduction in the brain weight of more than 
35% post-mortem AD cases was noted).28,30

The literature widely emphasizes the role of inflamma-
tion in neurodegenerative disorders such as AD. The ex-
pression of inflammatory mediators in the affected brain 
regions of AD cases has been demonstrated.31 It was shown 
that  in  primary cortical neurons of  mice, CXCL9 and 
CXCL10 were able to induce the activation of extracellu-
lar signal-regulated kinases (ERK1/2), which are members 
of  the mitogen-activated-protein kinase. It  is  suggested 
that these chemokines might be involved in a neuronal–glial 
interaction.11 The up-regulation of chemokines and their 
receptors was also found in human AD brains.11,28

Xia et al. showed that CXCR3 regional pattern staining 
did not differ in AD as compared to the control brain tis-
sues, with the exception of diminished neuronal staining 
in regions of marked neuronal loss in AD.11 Senile plaques 
of AD were not stained. Additionally, it was demonstrated 
that the CXCL10 expression defined a subpopulation of re-
active astrocytes (the overall staining was higher in AD 
than in the controls).18

The CXCL10 over-expression in AD elicits apoptosis 
in fetal neurons. However, the mechanism of CXCL10-
mediated neurotoxicity is not clearly understood. Sui et al. 
demonstrated that the treatment of fetal neuron cultures 
with exogenous CXCL10 leads to the elevated levels of in-
tracellular Ca2+ via the binding of CXCL10 to its receptor 
(CXCR3).32 Increased Ca2+, which is available for uptake 
by the mitochondria, is associated with membrane per-
meabilization, and cytochrome c is  released from this 
compartment. In the next step, cytochrome c initiates 
active caspase-9, which sequentially activates the effector 
caspase-3. This directly leads to apoptosis. The authors 
suggested that their results may provide putative targets 
for pharmaceutical intervention.32 

Galimberti et al. showed that CSF CXCL10 concentrations 
in AD patients, as well as in mild cognitive impairment sub-
jects, were significantly higher compared to the controls 
(Table 3), which suggests a role of this chemokine in the early 
stage of the disease, during which inflammation is likely to be 
more pronounced. In AD subjects, CXCL10 also positively 
correlated with the mini-mental state examination (MMSE).28 
However, further studies did not confirm their previous find-
ings. They only indicated that the tested chemokine signifi-
cantly correlated with age in the overall population.29

Corrêa et al. found a positive correlation between CXCL10 
and β-amyloid in AD patients; however, CXCL10 concen-
trations did not differ in AD as compared to the controls 
(Table 3).33

The data included in Table 3 indicates that so far only 
CXCL10 concentrations have been analyzed in AD pa-
tients; however, the  results obtained did not confirm 
the utility of the evaluation of this chemokine by the en-
zyme-linked immunosorbent assay (ELISA) method.

Multiple sclerosis

Multiple sclerosis (MS) attacks the myelinated axons 
in the CNS, and thus leads to the destruction of myelin 
and axons. The central mechanism of MS pathogenesis 
is the organ-specific traffic of T cells into the brain.34 

The genetic contribution to susceptibility to MS has 
been established. So far, 57 genetic loci associated with MS 
have been identified; however, the meta-analysis under-
taken by O’Gorman et al. has shown that MS results from 
multiple genetic susceptibility factors and environmental 
factors.35 Kułakowska et al. analyzed 3,581 patients with 
MS (2,494 women and 1,030 men) and reported that a fam-
ily history of MS was positive in only 6.4% of the cases.36

Research undertaken by Salmaggi et al. on microvascu-
lar endothelial cells and astrocytes from the human brain 
showed that CXCL9 behaved as a homing chemokine, while 
CXCL10 and CXCL11 were induced only after inflamma-
tory stimuli.37 Additionally, CXCL10 statistically corre-
lated with the CXCR3 expression on CSF CD4+ T cells. 
From among CXCL9, CXCL10 and CXCL11, probably only 
CXCL10 is involved in the maintenance of intrathecal in-
flammation in MS.38–40

It is widely accepted that the recruitment of leukocytes 
to the sites of inflammation is very important in MS pa-
thology. In MS, activated T cells and macrophages cross 
through the BBB. To better understand the involvement 
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of chemokines in this mechanism, Simpson et al. exam-
ined post-mortem the CNS tissue from MS cases at differ-
ent stages of lesion development.39 Based on their findings, 
Simpson et al. suggested a sequence of events which might 
occur in MS formation. In the first step, activated T cells 
in the perivascular environment express IFN-Υ. Next, IFN-Υ 
induces the CXCL9 and CXCL10 expression in the sur-
rounding glial cells, which finally selectively recruit fur-
ther activated T-lymphocytes expressing CXCR3 to the site 
of inflammation.39 

Mahad et al. showed significantly increased CXCL10 con-
centrations in the CSF of patients with MS, other inflam-
matory neurological diseases (IND) and non-inflammatory 
neurological diseases (NIND) as compared to subjects with 
benign headaches (control group).38 However, CXCL10 con-
centrations between MS and IND were not significantly 
different (Table 4). CXCL10 concentrations were also no-
tably higher in patients with relapsing-remitting MS than 
in the case of secondary progressive MS, which means 
that CXCL10 tends to decrease over time following a clini-
cal relapse, and suggests a role of this chemokine in the in-
flammatory and demyelinating processes involved in MS 
relapses. CXCL10 also correlated with the CXCR3 expres-
sion on CD4+ T cells from the CSF. The authors suggested 
that this correlation may be related to the chemoattractant 
role of CXCL10 for activated lymphocytes.38

The studies of Sørensen et al. indicated increased levels 
of CXCL10 in MS patients in comparison with controls; 
however these differences were not statistically significant 
(Table 4).41 CXCL10 concentration also did not change after 
3 weeks of treatment (with methyloprednisolone or placebo). 
In their research, CXCL10 concentrations in the patients’ 
group were positively correlated with the parameters of in-
trathecal inflammation, such as neopterin, MMP-9, leuko-
cyte count, and intrathecal IgG and IgM synthesis. The cor-
relation between CSF CXCL10 and leukocyte count was not 
observed in the control group; however, it should be noted 
that only 2 of the 19 control subjects had normal CSF leu-
kocyte counts. The authors emphasized that their findings 
suggest a strong role of CXCL10 accumulation in acute CNS 
inflammation. On the other hand, they showed that CCL2 
concentrations were significantly lower in the group of pa-
tients than in the controls. The aforementioned parameters 
also negatively correlated with the measures of inflamma-
tion, which may directly suggest that CXCL10 is likely in-
volved in the maintenance of intrathecal inflammation.41

The data presented in Table 4 indicates that only CXCL10 
was tested with the use of the ELISA method in MS; how-
ever, the results obtained are not cohesive.

Conclusions

The literature indicates the significant role of CXCL9, 
CXCL10, CXCL11, and their receptor (CXCR3) in the phys-
iology and the pathophysiology of the CNS. Knowledge 

about the mechanism of action of CXCR3 and its ligands 
may be useful in the treatment of CNS diseases. How-
ever, literature data concerning the evaluation of CXCL9, 
CXCL10, CXCL11, and their receptor with the  use 
of the ELISA method is  limited. Available papers indi-
cate that CXCL9 seems to be more specific for TBE than 
CXCL10 and CXC11, regardless of the type of patient mate-
rial obtained for analysis (the CSF or serum). Data concern-
ing NB indicates the importance of CXCL10 in this disease. 
Information regarding the evaluation of CXCL11 con-
centrations in NB is not coherent, so this aspect requires 
further study. From among the above-mentioned chemo-
kines, so far only the CXCL10 levels have been analyzed 
in AD; however, the studies have not proven the utility 
of the CXCL10 evaluation by means of the ELISA method. 
Similarly to AD, in MS, only CXCL10 has been analyzed 
so far, but the results obtained are not coherent.
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Abstract
This review article describes the use of fibrin glue or fibrin sealants and their development over the past 
5 years, with a focus on cardiac surgery. The roles of various types of sealants that are available in hemo-
stasis control are reviewed briefly, together with the various potential risks and side effects of their use. 
The results of experimental work reported during the last 5 years, clinical data from the same period and 
the safety aspects of fibrin-based glues and sealants are summarized, showing many advantages of their 
clinical application over the use of synthetic glues or sealants that may be stronger in some cases, but less 
safe. It can be concluded that the widespread use of fibrin sealants is fully justified, as it benefits the patient 
as well as the surgeon through the improved control of hemostasis without increasing any adverse effects 
or complications during surgical procedures.
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Introduction

Sealants were developed in the previous century dur-
ing World War II, when the need for a fast and reliable 
method of sealing injuries was obvious. The aim of seal-
ing battle-related injuries was to completely stop bleed-
ing, even with the use of sutures or – to replace the su-
tures – ligatures or cautery. Sealants are a modern-day 
auxiliary adjuncts in surgery.1 The sealants, including 
fibrin-based sealants, are studied in approx. 200 sci-
entific and clinical reports each year.2 Consequently, 
it  is  obvious that  the  use of  sealants in  modern-day 
surgery is of  interest for surgeons of various surgical 
specialties, with the main goal being an improvement 
in patient care.

The role of sealants in surgery

Presently, sealants are used in cardiac surgery for sev-
eral reasons: (a) they help to control hemostasis through 
the control of bleeding in the area of surgical interven-
tion (as  auxiliary sutures, not as  suture replacement); 
(b)  they  seal the  openings made by  standard sutures; 
and (c) they are useful in sealing off the hollow organs 
of the body. Ideally, they also should (d) improve wound 
healing and (e) may be useful in the delivery of medica-
tion to tissues exposed during surgery. Obviously, the use 
of sealants in surgery should be simple, safe and well-re-
ceived by patients. The process of the sealant’s disintegra-
tion should not cause inflammation or any type of un-
wanted or pathological process, immunological or other. 
Moreover, the cost of the use of sealants in surgery should 
not be prohibitive.

Types of sealant in surgery

Sealants in surgery may be classified according to various 
aspects of  their production and structure; i.e., based 
on biological materials (fibrin) or synthetic substances 
(cyanoacrylates), the  number of  substances involved 
in inducing the sealing action, the tediousness of their 
use, and the safety and cost of various types of sealants.

The main types of sealants and glues used in medicine 
are as  follows: (a) fibrin sealants; (b) cyanoacrylates; 
(c) gelatin and thrombin-based products; (d) polyethylene 
glycol polymers; and (e) albumin and glutaraldehyde-based 
products.

Fibrin sealants

These are blood-based. They are well-absorbed and 
easy to use. Their most prevalent use is to control hemo-
stasis in cardiac surgery, liver surgery and after splenic 
trauma.3,4

Cyanoacrylates

These are synthetic sealants/glues. There are various 
cyanoacrylates on the market. However, the substances 
used for medical purposes are n-butyl or 2-octyl cyanoac-
rylate. The bond which is formed is strong enough to make 
the removal of sutures unnecessary.5,6

Gelatin and thrombin-based products

In principle, these products may be used in many types 
of surgery. These products (as all other natural/biological 
products) are relatively non-toxic.7

Polyethylene glycol polymers

These are oligomers or polymers of ethylene oxide and 
are biodegradable within 6 weeks of their use. They are 
used mainly in neurosurgery.8,9

Albumin and glutaraldehyde-based products

These  mixed-origin products (natural albumin and 
synthetic glutaraldehyde) have excellent bonding ability 
in a mere 2–3 min.10 These products are used in cardiac 
surgery.11

Fibrin blood clot formation

Fibrin plays an essential role in hemostasis. It is a fibrous 
protein that  has an  important part in  blood clot 
formation. It  is  formed through the  polymerization 
of  fibrinogen (Factor I  of  blood coagulation) through 
an action of the protease enzyme thrombin, formed from 
prothrombin (Factor II). Additionally, thrombin activates 
other factors of  the  blood coagulation cascade, such 
as Factor V (proaccelerin), Factor VIII (antihemophilic 
factor) and Factor XIII (transglutaminase). Fibrin and 
platelets (with thrombin receptors) form a hemostatic clot 
that should close a natural, pathological or surgery-related 
tissue wound.12 

Fibrin originates from fibrinogen, which is a peptide 
of relatively large molecules (molecular weight: 340 kDa). 
It  consists of  2 tripeptide units connected at  their 
N-terminal regions by disulfide bonds. The aggregation 
of  fibrinogen particles is  prevented by  charge-charge 
repulsion. Thrombin cleaves the N-terminal structures 
and makes the  resulting fibrin molecules capable 
of  aggregation, resulting in  the  formation of  a  “soft” 
clot that  is  consequently stabilized by  fibrin cross-
linking.12 Thus, the processes of sealing by fibrin sealants 
reproduces the final phase of physiological coagulation, 
the  conversion of  fibrinogen into fibrin. This whole 
process is an advantage of fibrin sealants, as it is a process 
natural to the body.
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The 1st commercially available fibrin sealants to be ap-
proved for clinical use in the United States by the Food 
and Drug Administration (FDA) in 1998 was developed 
in Europe (TISSEEL; Baxter International Inc., Deerfield, 
USA).13

Fibrin as a biological structure is normally well-tolerated 
by patients. However, there are a few considerations.

1. The  risk of  an  immunological reaction to  animal 
(bovine) or human proteins present in sealants. It was 
reported that  around 2% or  even 5% of  patients may 
develop anti-thrombin antibodies.14,15

2. The risk of excessive or uncontrolled clotting.
3. The potential (currently very small) for the transmission 

of some diseases, especially the transmission of some viral 
pathogens, i.e., human parvovirus B19.16,17 Additional 
concerns for hepatitis B, hepatitis C and HIV transmission 
are justified. However, such cases have not been reported 
in the scientific literature. What is important is the fact 
that this aspect of fibrin sealant use not only threatens 
patients, but is  also potentially risky for  the  sealant-
handling health-care workers.

Recent uses of fibrin-based 
sealants in cardiac surgery:  
Experimental work

Significant scientific work has been done in the area 
of sealants’ suitability and use in surgery. Current studies 
focus on  several aspects of  sealant application and 
on clarifying their possible benefits. The studies from 
the last 5 years were not only done in a clinical environment, 
but some were also done under experimental conditions.

Many such experiments compare different types of seal-
ants to obtain information that is not yet available in order 
to optimize the use of these products. A very important 
demonstration of not only platelet-rich fibrin-based glue’s 
excellent biocompatibility, but also of  the upregulation 
of neovascularization was shown in experimental condi-
tions using a rat model.18 Additionally, aminomethylbenzoic 
acid prevents or slows down the degradation of fibrin glue.18

Recently, the possibility of using a sutureless approach 
through the  application of  a  fibrin-based hemostat  
(TachoComb®; CSL Behring, Tokyo, Japan) was investigated 
in experiments on rabbit skin and porcine hearts.19 It was 
found that the adhesive strength of the sealant is signifi-
cantly increased through the application of polyglycolic acid 
sheets and fibrin glue together with the sealant. Thus, com-
bining a hemostat with a polyglycolic acid sheet and fibrin 
glue seems to be a suitable method for difficult clinical situ-
ations, such as hemorrhage of the left ventricle. Fibrin glue 
itself seems to be very suitable for filling the needle holes 
created during cardiac or vascular surgery.20 As much as this 
use of glue in surgery is obvious, not many studies of glue ap-
plication for improved hemostasis are available. The report 

compared different methods of glue application: the drip 
method, the spray method, the rub and spray method, and 
the rub and rub method.20 A comparison of hole-filling 
methods has shown that rubbing the fibrin glue onto a hole 
is the most effective approach. This was also confirmed 
by microscopic evaluation which documented that nee-
dle holes can be effectively clogged by rubbing the glue.20 
One important finding was documented on the superior ef-
fect of fibrin glue compared to a cyanoacrylate-based sealant 
in experiments using rabbit aortic wall.20 The use of a cya-
noacrylate-based sealant resulted in thinning of the rabbit 
aorta, while no such thinning was observed with a fibrin-
based sealant.20 Additionally, no apoptotic or necrotic cells 
were found by histological examination of the aortic tissue.

An  interesting study devoted to  the  extraction 
of endoprostheses implanted in the aorta of experimental 
pigs was published.21 The role of fibrin glue was evaluated 
in forming the interface between the endoprosthesis and 
tissue. Fibrin glue between the stent graft and the arterial 
wall increases the incorporation of the endoprosthesis.21

Recent reports  
on using of fibrin-based sealants  
in cardiac surgery: Clinical data

Significantly more reports available in  the  scientific 
literature deal with sealants or  glues used in  clinical 
situations. We have included only the reports where the use 
fibrin glue or sealant was described, and omitted reports 
whose authors used non-fibrin glue or sealant.

A review summarizing the available clinical data from 
controlled and uncontrolled clinical trials in cardiovascular 
surgery devoted to the use of various sealants appeared 
in 2013.22 However, it deals with only some of the many 
products available on the market, mainly the product sold 
under the name TISSEEL. This review did not raise any 
concerns regarding the sealants’ safety or tolerability, while 
emphasizing that they provide effective hemostasis control 
in cardiac and vascular surgery.23

The role of bleeding as an important predicting fac-
tor in morbidity was analyzed in the report on the use 
of a sealant in composite aortic root replacement in 56 pa-
tients.24 The suture line in these operations was sealed with 
fibrin glue to prevent possible blood leakage. Only 1 patient 
required surgical re-exploration for bleeding and no case 
of operative or hospital death appeared. This was attrib-
uted to fibrin sealant application (spraying).24 In another 
report, fibrin sealant was reported to have been success-
fully used in the case of  left ventricular rupture, when 
it was combined with external sutures.25

A multicenter, parallel-group, randomized, controlled, 
open-label Phase II/III study was performed in  Italy 
to  address the  question of  fibrin sealant safety.26 
Two hundred patients were included in this retrospective 
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clinical trial study concentrating on  thoracic surgery. 
Again, no  increased risk of any type of adverse effects 
or surgical complications in relation to the use of fibrin 
sealant was observed.26

An  evaluation of  the  efficacy and cost-effectiveness 
of a fibrinogen/thrombin-coated collagen patch (TachoSil®;  
CSL Behring, Tokyo, Japan) used for intraoperative he-
mostasis in patients younger than 16 years with congeni-
tal heart disease requiring reoperation during childhood 
was performed.27 The surgeries of 117 patients took place 
between 2009 and 2011. The reasons for performing reop-
erations were reinforcement of suture lines, lung lesions, 
epicardial lesions, and chest wall lesions. A significant 
association was observed between the use of fibrinogen/
thrombin-coated collagen patch and a decreased need 
for  packed red blood cells. This, with the  elimination 
of the use of other hemostatic or sealant agents, contrib-
uted to the decreased cost of the operations. This is im-
portant, especially because the  patch served as  an  ef-
fective hemostatic agent.28 Similar results for the same 
product were reported for patients who developed lym-
phatic leakage during an operation for congenital heart 
disease. The use of fibrinogen/thrombin-coated collagen 
patch was not only safe, but it also prevented the develop-
ment of chylothorax during the postoperative period.28

A scientific study was published that described the suc-
cess of using platelet and fibrin glue for a desirable non-
invasive treatment of non-healing wounds in the sternal 
region after a coronary artery bypass operation.29 Six pa-
tients were treated for serious, life-threatening chronic 
sternum wounds with multi-drug-resistant microbial 
pathogens. The topical application of platelet and fibrin 
glue every 2 days led to the complete healing of the wound 
in 5 patients and to significant improvement in 1 patient 
without any local or systemic complications or any abnor-
malities in tissue scarring or other type of tissue forma-
tion.29 However, it was also reported that the use of platelet 
and fibrin glue sealant may lead to an increased rate of su-
perficial sternal infections.30

Fibrin glue may also be successfully applied in cases 
of gunshot wounds.31 It was shown that heart lacerations 
are successfully healed when mattress sutures with felt 
strips are covered with fibrin glue. In such cases, the use 
of  fibrin glue contributes to  an  efficient medical care 
applied in emergencies.

Safety aspects in using glues 
or sealants in cardiac surgery

Fibrin glues or fibrin sealants as such are suitable for use 
in surgery because of their biological origin. The only un-
wanted effect that may take place is an immunological reac-
tion. There is no report available to us from the last 5 years 
indicating some fibrin glue-related problems in cardiac 
surgery.32 It is essential to note that the adhesive strength 

of fibrin glue or sealant is lower than that of glues based 
on cyanoacrylate or a gelatin-resorcin-formalin mixture. 
Lack of reported toxicity resulting from the use of fibrin 
sealant or glue use in cardiac surgery to repair a dissected 
aorta is obviously a great advantage over other sealant types, 
as there are some reports indicating issues with non-fibrin 
glues or sealants.32 For example, there are several reports 
available on complications related the use of an albumin 
cross-linked glutaraldehyde glue (BioGlue®;  CryoLife, Rob-
erts Blvd., Kennesaw, USA). This product was implicated 
in a case report describing a patient treated for developed 
stenosis of the saphenous vein and internal thoracic artery 
bypass grafts.33 The fibrotic narrowings which occurred 
were close to the BioGlue® site of application. The fibrotic 
reactions were likely associated with a reaction to the glue. 
Additionally, pulmonary embolism related to  the  use  
of BioGlue® was reported in the case of a type A aortic dissec-
tion repair.34 Additionally, a delayed aorto-pulmonary artery 
wall disruption with false aneurysm formation after the re-
pair of an acute type of aortic dissection with BioGlue® has 
also been reported.35 There are other reports on BioGlue®- 
-related complications, i.e., a case of ostial left main coronary 
artery stenosis possibly related to the use of BioGlue® and 
another report on several patients developing late wound 
healing problems after the use of BioGlue® for apical he-
mostasis during transapical aortic valve implantation.36,37

Closing remarks on the clinical use 
of some specific fibrin sealants

The accumulated data on fibrin-based and other sealants 
have created the basis for their broad application in practi-
cal cardiac surgery applications. In modern surgery, any 
sealant used in an operating room is of the highest quality 
and of an approved standard. These sealants are usually 
approved by the FDA and by other similar administrations 
in particular countries. The specific applications of some 
selected sealants are presented for  further elucidation 
of the topic.

TachoSil®, according to the FDA, “is a fibrin sealant patch 
indicated for use with manual compression in adult and pe-
diatric patients as an adjunct to hemostasis in cardiovascular 
and hepatic surgery, when control of bleeding by standard 
surgical techniques (such as suture, ligature or cautery) 
is ineffective or impractical”.38 In other words, TachoSil® 
is used in cardiac surgery in situations where the surgical 
treatment of bleeding is unavailable due to its anatomical 
location or because it would cause more damage to the ana-
tomical structures. Other examples of TachoSil® applications 
include the repair of a ventricular rupture, a post-infarction 
repair of a ventricular septal defect and hemostatic sup-
port in reoperations. However, it is necessary to emphasize 
that TachoSil® (and also other sealants) should not be used 
in place of sutures or other forms of mechanical ligation 
in the treatment of major arterial or venous bleeding.39–41
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BioGlue®, according to the FDA, is indicated as a sup-
porting method for achieving hemostasis in adult patients 
in the open surgical repair of large vessels.42 BioGlue® has 
a broad spectrum of use in cardiac surgery, such as re-
pair of proximal aortic dissection, aortic root reconstruc-
tion procedures, aortic arch reconstruction procedures, 
ventricular rupture or injury, post-infarction ventricular 
septal defect repair, and valve repair and replacement pro-
cedures.43–48 BioGlue® has also shown to be a very effective 
tool in patients with weakened tissue.49

CoSeal® (Baxter International Inc., Deerfield, USA), ac-
cording to the FDA,is a hydrogel that works as a vascular 
sealant.50 CoSeal® is indicated for use in reconstructive 
surgery to achieve adjunctive hemostasis by mechanically 
sealing leakage. Its main use is in the prevention of ad-
hesions in surgery in high-risk or young patients, where 
reoperation is expected. Also, CoSeal® is used as either 
a supplement or an alternative to suture repair, obtaining 
hemostasis both in high-pressure ventricular repair and 
in the rupture of a friable coronary sinus adjacent to vital 
structures.51,52

Conclusions

Based on clinical experience and the results of experimental 
work, it can be concluded that the widespread use of fibrin 
sealants is fully justified, as it benefits the patient as well 
as the surgeon through the improved control of hemostasis 
while not increasing any adverse effects or complications 
during surgical procedures.
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