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EVOLUTIONARY GRAPH MINING
IN SUSPICIOUS TRANSACTION DETECTION
Abstract: Money laundering may involve complex organizational schemes designed to ob-
fuscate the real purpose of money transfers. In this paper, we present a graph mining method 
that allows detection of transaction subgraphs containing suspicious transactions. Suspicious 
subgraph model is parameterized using fuzzy numbers which represent parameters of transac-
tions and some structural features of the transaction subgraphs itself. The method presented in 
this paper uses fuzzy matching of graph structures which allows detecting money-laundering 
schemes which differ to some extent from those annotated by an expert.

Keywords: graph mining, evolutionary algorithms, money laundering.

1. Introduction

Individual transactions involved in money laundering are usually obfuscated, so that 
they look as regular, legal transactions. Therefore, the best chance of detecting crim-
inal activities is given by analyzing relations between transactions and entities which 
send and receive them. Money laundering process is usually divided into three stag-
es: placement, layering and integration [Truman, Reuter 2004] which involve vari-
ous schemes of money transferring between bank accounts. Examples of such 
schemes, which involve transferring money via a number of intermediaries, are 
shown in Figure 1. The first scheme is created in order to avoid exceeding a transfer 
amount which automatically triggers a suspicious transaction alarm (e.g. $10,000). 
A much larger amount is transferred from the sender to the receiver but it is split to 
transfers that are below the alarm threshold. The second scheme makes the conne-
ction between the sender and the receiver harder to discover than in the case of a di-
rect transfer.

In Figure 2 a small subgraph of transactions (in which vertices are shaded in 
gray) is shown. Such a subgraph may indicate an attempt to obfuscate transferring 
money from the account #31639 to the account #24075. It is, however, possible that 
similar subgraph is formed by completely legal activities. Also, accounts used for il-
legal transaction structuring may also be involved in a number of legal transactions.

*  e-mails: {krzysztof.michalak,jerzy.korczak}@ue.wroc.pl.
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Figure 1. Examples of subgraphs which may indicate money-laundering activities

Figure 2. Suspicious transaction graph (with vertices shaded in grey) connected with other, 
possibly legal activities. Vertex labels are account identifi ers, edge labels contain number 
of transactions between the two account and the total amount transferred

2. Evolutionary graph mining

Graph mining [Cook, Holder 2007] seems to be a promising approach for money 
laundering detection, because it makes it possible to detect complex dependencies 
between transactions and to take into account properties and relations of entities in-
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volved in sending and receiving the transfers. Following the paradigm of machine 
learning, we would like to be able to detect illegal transactions in unseen data using 
a suspicious subgraph model built using training data provided by human expert who 
annotates transactions. Annotated transactions can also be obtained by performing 
data mining in data warehouses [Korczak, Marchelski, Oleszkiewicz 2008; Korczak, 
Oleszkiewicz 2009] and can subsequently be used for training a suspicious subgraph 
model used in this paper. Because it is hard to predict what transaction schemes may 
be invented by criminals who try to perform illegal acts, we propose a method in 
which a suspicious subgraph model is built from smaller building blocks in an evo-
lutionary manner. General model for a transaction subgraph detected by the present-
ed method is shown in Figure 3.

Figure 3. General structure of a subgraph detected by the presented method

Evolutionary approach involves a population of subgraph models (specimens) 
which are evaluated according to their ability to detect suspicious transactions. Ex-
isting specimens are mutated by introducing small random changes to parameters of 
specimens. Information is distributed in the population during a crossover phase in 
which parts of subgraph model are interchanged between specimens. Selection pro-
cedure which promotes specimens with higher values of fitness function (i.e. those 
that perform better in suspicious transaction detection) ensures that in consecutive 
generations performance of specimens in the population improves. Further discus-
sion of genetic algorithms and their applications can be found in [Goldberg 1989; 
Goldberg, Sastry 2011]. Evolutionary approach makes it possible to train the model 
with respect to transaction parameters as well as graph structure. 

The model is built from three blocks: individual transaction pattern (TR), trans-
action chain pattern (SER) and parallel paths pattern (PAR). This model is para-
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meterized using polygonal fuzzy numbers [Buckley, Eslami 2002; Fetz et al. 1999] 
(denoted using the hat (^) symbol). We use simplified polygonal fuzzy numbers 
represented by only 6 real numbers: 324321 ,,,,,ˆ mmxxxxx =  for which a mem-
bership function μx̂  is calculated as follows:

The TR = ta, r $^ h, s $^ h  block contains a polygonal fuzzy number â re-
presenting transaction amount and two functions s(·) and r(·) that assign weights to 
classes to which transfer senders and receivers belong. These classes represent types 
of entities such as “company”, “person” or “tax office”. Functions s(·) and r(·) have 
discrete domains and are represented by arrays of real values, one value (weight) per 
class. The SER = tm, td  block describes chains in which transactions are connected 
in series, using a polygonal fuzzy number m̂  to represent the number of transac-
tions in a chain and a polygonal fuzzy number td  (which is intended to measure 
how much money is transferred transparently through a chain of intermediaries) 
to represent the ratio of the amount transferred in the last transaction to the amount
transferred in the first transaction. The PAR = tn, tD,x  block describes transa-
ction chains (described by the SER pattern) connected in parallel with one account 
originating all the chains and one account receiving the money at the opposite end. 
A polygonal fuzzy number n̂  represents the number of chains connected in paral-
lel, a polygonal fuzzy number Δ̂  (which is intended to measure how much money 
is transferred transparently through a network of intermediaries) represents the ratio 
of the sum of amounts received by the receiving account to the sum of amounts sent 
from the sending account and an acceptance threshold τ is used for deciding which 
transaction subgraphs match the pattern. The entire pattern PAT used to match suspi-
cious subgraphs consists of three elements which describe the subgraph at each of 
three levels of hierarchy PAT = TR,SER,PAR . Alternatively it can be denoted as 
PAT = ta,r $^ h,s $^ h, tm, td, tn, tD,x .

Transaction subgraphs are evaluated using TR, SER and PAR patterns in the fol-
lowing manner. A transfer T of amount a for which the sender belongs to a class cs 
and the receiver to a class cr is assigned a weight wTR(T) which is calculated, based 
on TR = ta, r $^ h, s $^ h , as: wTR T^ h= n ta a^ h $ s cs^ h $ r(cr)  . Weight of a transa-
ction chain L is calculated using SER = tm, td^ h based on its length m and the ratio 
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of amount transferred in the last transaction to the amount transferred in the first 
transaction δ as:

wSER L^ h=
m

wTR
TdL
/ T^ h

$ n tm(m) $ n td (d),

where T denotes transactions which belong to the transaction chain L. Weight 
of a subgraph P containing n parallel paths is calculated based on the ratio of the sum 
of amounts received by the receiving account to the sum of amounts sent from 
the sending account Δ. The weight wPAR(P) is calculated using PAR = tn, tD,x  as:

 wPAR P^ h=
n

wSER
LdP
/ L^ h

$ n tn(n) $ n tD(D) ,  

where L denotes transaction chains which belong to the subgraph P.
Fuzzy numbers ta, tm, td, tn and tD  are represented by 6 real numbers each. Func-

tions r(·) and s(·) are represented by sets of weights assigned to each entity class. 
31 + 2k real numbers, where k is the number of entity classes, are thus adequate to 
represent the entire PAR pattern. In the genetic algorithm mutation of each of the 31 
+ 2k real numbers in each of the specimens is performed with equal probability Pmut. 
Parameters xi of fuzzy numbers are mutated by adding a value drawn with a uniform 
probability from the range . The fuzzy number containing the changed number is 

then corrected so that -
2
Rx ,

2
Rx8 B the fuzzy number components x1, x2, x3 and x4 are 

in correct order and the condition Lx ≤ x1 and x4 ≤ Ux is satisfied. Parameters Rx, Lx 
and Ux are defined for each fuzzy parameter of the model (i.e. ta, tm, td, tn and tD) sepa-
rately. Numbers that represent fuzzy number parameters m2 and m3, weights assigned 
to entity classes and the value of acceptance threshold τ are mutated by adding a ran-
dom value drawn with uniform probability from the range [–0.005, 0.005]. The value 
obtained by this addition is then clipped to the range [0, 1]. Selection is performed 
using a standard roulette-wheel selection procedure [Zhong et al. 2005] and a stand-
ard single-point crossover operator [Hasancebi, Erbatur 2000] is used. Probability 
of performing a crossover on any two specimens is equal to the parameter Pcross. 
For a specimen S which represents a pattern PAT(S) = < TR(S), SER(S), PAR(S) > 
the evaluation function is calculated in the following way. First, a set P is construct-
ed from all those subgraphs G that match the pattern PAT(S) for which wPAR(S)(G) > 
τ. Transactions satisfying this condition are deemed suspicious. Transactions in each 
subgraph G are assigned scores according to the status assigned by a human expert 
(for example, “illegal” transactions 1.0, “legal” transactions 0.0 and not classified 
transactions 0.1). Denote a total number of transactions in subgraph G as tn(G) and a 
sum of weights of transactions as tw(G). Then, the evaluation function of specimen S 
is calculated using values of tn(G) and tw(G) obtained for all G ∈ P as:
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F (S) =
tn(G )

G ! P

/

wPAR (S )
G ! P

/ (G) $ tw (G)
.

Higher values of the evaluation function indicate specimens that are expected 
to perform better in identifying suspicious transactions in previously unseen data.

3. Experiments

Real life datasets are hard to obtain due to confidentiality of banking data. Thus, in 
the experiments performed so far we used artificially-generated data which represent 
transactions from a period of one year from a simulated “mini-economy” in which 
three classes of economic entities are defined: companies, individual persons and 
offices (tax offices and social security offices). Companies are characterized by 
a distribution of the number of employees N(mE, σE), a distribution of salary amount 
N(mS, σS), a distribution of the number of goods sold per year N(mG, σG), and a distri-
bution of prices of goods N(mP, σP). First, a predefined number of companies nc is 
generated and for each of them a number of employees nE is drawn from the Gauss-
ian distribution N(mE, σE). Employees are added to the model and for each of the 12 
months in a year a transaction representing a salary with the amount as drawn from 
the Gaussian distribution N(mS, σS) is generated. For each company the number of 
goods sold during the year nG and price of each good are drawn from Gaussian dis-
tributions N(mG, σG) and N(mP, σP). Buyers are selected at random from all employ-
ees of all companies. A number nT of tax offices and the number nF of social security 
offices are added to the model. Offices are characterized by a distribution of tax rate 
N(mT, σT) and a distribution of social security fee rate N(mF, σF). To each company 
one tax office and one social security office are assigned at random. For each com-
pany a tax rate αT is drawn from the Gaussian distribution N(mT, σT) and a social se-
curity fee rate αF which is drawn from the Gaussian distribution N(mF, σF). This 
represents the variation in tax deduction due to costs etc. Tax amount aT is calculated 
based on the sum of payments Cp received by the company as aT = Cp · αT/100. Social 
security fee aF is calculated in a similar fashion based on the sum of salaries paid by 
the company in each month Cs. To the set of transactions described above nML money 
laundering schemes are added which consist of a sender, a receiver and a number nB 
of intermediaries who relay money from the sender to the receiver. Generation of 
money laundering schemes is characterized by a distribution of the amount sent from 
the sender to one intermediary N(mQ, σQ), a distribution of the number of intermedi-
aries N(mB, σB) and a distribution of the fraction of the amount received by the inter-
mediary that is forwarded to the receiver: N(mΔ, σΔ). Tax and social security fee 
transactions are annotated as “legal”, transactions belonging to the generated money 
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laundering schemes as “illegal” and all the remaining transactions (salaries and pay-
ments for goods) as “unknown”.

Table 1. Parameters controlling generation of companies for SMALL datasets

Parameter
Company class

large medium small
nC 2 4 25
mE (±σE) 5 000 (±1 000) 500 (±100)  50 (±20)
mS (±σS) 6 000 (±1 500) 5 000 (±1 200) 4 000 (±1 000)
mG (±σG) 100 000 (±30 000) 1 000 (±300) 100 (±30)
mP (±σP) 50 (±10) 500 (±100) 500 (±100)

Table 2. Parameters controlling generation of companies for LARGE datasets

Parameter
Company class

large medium small
nC 2 8 100
mE (±σE) 5 000 (±1 000) 500 (±100)  50 (±20)
mS (±σS) 6 000 (±1 500) 5 000 (±1 200) 4 000 (±1 000)
mG (±σG) 1 000 000 (±300 000) 10 000 (±3 000) 1 000 (±300)
mP (±σP) 50 (±10) 500 (±100) 500 (±100)

Table 3. The number of accounts and transactions of each type

Object type
Number of objects

SMALLA SMALLB LARGEA LARGEB

Accounts
 companies
 offices
 personal

11 238
31
10

11 197

11 401
31
10

11 360

19 261
110
10

19 261

21 270
110
10

21 150
Transactions
 legal
 unknown
 illegal
 annot. ratio

294 972
744

289 336
4 892

0.0191

383 463
744

377 207
5 512

0.0166

2 854 965
2 640

2 848 435
3 890

0.0023

2 625 671
2 640

2 619 049
3 982

0.0025

Using data generation method described above, we have generated four data 
sets: SMALLA, SMALLB, LARGEA, LARGEB with the same parameters for offices: 
nT = 5, nF = 5, mT = 15, σT = 1.5, mF = 20, σF = 2.0 and the same parameters of money 
laundering: mQ = 5000, σQ = 1000, mB = 40, σB = 10, mΔ = 1.0, σΔ = 0.1. In these data-
sets three classes of companies exist. They can be briefly characterized as large (L), 
medium (M) and small (S). The SMALL and LARGE data contain different numbers 
of companies in each class. Parameters of companies are summarized in Tables 1 



Evolutionary graph mining in suspicious transaction detection 127

and 2. The number of accounts and transactions of each type in each of the data sets 
is summarized in Table 3.

In the experiments a population of Npop = 20 specimens was trained for Ngen = 20 
generations of genetic algorithm on one of datasets in a LARGE/SMALL pair. The 
other dataset in the pair was used for testing. Crossover and mutation probabilities 
were Pcross = 0.1 and Pmut = 0.01 and the parameters controlling mutation of xi compo-
nents of fuzzy numbers were set as summarized in Table 4. For each pair of SMALL 
and LARGE datasets 10 independent iterations of tests were performed. After the 
training has been completed, one, the best specimen was selected from the entire 
population and it was used for selecting suspicious transaction subgraphs from the 
testing dataset.

Table 4. Parameters controlling mutation of xi components of fuzzy numbers

Fuzzy
number

Parameter

Rx Lx Ux

â 200 range not limited

m̂
xi not mutated, fixed at 0, 1, 2 and 3,

only m2 and m3 are mutated

td 0.1 0.5 1.5

n̂ 2 3 100

Δ̂ 0.1 0.5 1.5

To measure the quality of the detection we recorded the number of “legal”, “ille-
gal” and “unknown” transactions that were detected as suspicious. Results are sum-
marized in Table 5. FP is a “false positive” measure, i.e. the ratio of “unknown” 
transactions among the detected ones. Note, that “legal” transactions were not used 
for calculating this measure because none of them was marked as suspicious in any 
of the tests.

Table 5. The number of “legal”, “illegal” and “unknown” transactions that were detected 
as suspicious

Training 
dataset

Testing 
dataset

Number of transactions FP
legal unknown illegal

SMALLA SMALLB 0 35 219 15.98%
SMALLB SMALLA 0 39 242 13.88%
LARGEA LARGEB 0 66 178 27.05%
LARGEB LARGEA 0 48 178 21.05%

During the experiments execution time of test iterations was recorded. Timings 
averaged from 10 iterations are summarized in Table 6.
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Table 6. Execution time (in seconds) averaged over 10 test iterations. These tests were performed 
on the same machine

Training data set
accounts
transactions

SMALLB
11 401
383 463

LARGEA
19 261
2 854 965

LARGEB
21 270
2 625 671

Test data set
accounts
transactions

SMALLA
11 238
294 972

LARGEB
21 270
2 625 671

LARGEA
19 261
2 854 965

Average time 1 165 2 099 2 192

4. Conclusions

In this paper we presented an evolutionary graph mining method which, contrary to 
data mining methods based solely on transaction features, takes into consideration 
dependencies between money transfers. We expect this feature to be crucial in de-
tecting illegal activities because single transactions are often structured, so they do 
not raise the alarm. In the experiments no “legal” transactions were marked as suspi-
cious and more than 2/3 of transactions marked as suspicious were actually involved 
in money laundering schemes. The remaining 1/3 were transactions for which 
the simulated expert annotation was “unknown”. In real life scenario most of these 
transactions would actually be legal, however, this group of transactions may also 
include illegal ones. Computation time comparison has shown a twofold increase 
of computation time with the similar increase in the number of accounts. Between 
the same two datasets the difference in the number of transactions was about 10 
times.

Further work may focus on improving the precision of the detection but also 
improving the completeness of the results. Improving computation speed may be 
important because it would allow searching for more complex subgraph patterns.
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EWOLUCYJNE DRĄŻENIE GRAFÓW 
W WYKRYWANIU PODEJRZANYCH TRANSAKCJI

Streszczenie: W procederze prania brudnych pieniędzy wykorzystywane są złożone schema-
ty organizacyjne mające na celu ukrycie prawdziwego celu wykonywanych transakcji. W tej 
publikacji opisana została metoda drążenia grafów, która pozwala na wykrywanie podgrafów 
zawierających podejrzane transakcje. Model reprezentujący podejrzane podgrafy jest parame-
tryzowany za pomocą liczb rozmytych, które reprezentują parametry transakcji oraz niektóre 
własności strukturalne modelowanych podgrafów. Prezentowana metoda dokonuje rozmyte-
go dopasowania struktury grafów, co pozwala na wykrywanie także takich podgrafów, które 
do pewnego stopnia różnią się od tych, które zostały zaanotowane przez eksperta.

Słowa kluczowe: drążenie grafów, algorytmy ewolucyjne, pranie pieniędzy.




