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1. INTRODUCTION 

The interest in factors affecting corporate capital structure is widely 
reflected both in the theoretical literature and empirical research aiming to 
verify the significance of individual determinants of debt. Comparing the 
impact of the country and industry factors on the capital structure, i.e. 
identifying the country and industry effect and their relative importance, is 
also not a novelty in the financial literature. However, to the author’s 
knowledge, so far no attempt has been made to compare the impact of these 
two effects, depending on the firm’s size, although the latter factor itself has 
been thoroughly examined in the context of capital structure. This study 
aims to fill this gap for the selected EU countries. 

Since the company size significantly affects its financing choices, it can 
be expected that this feature may also affect the way other capital structure 
determinants impact on decisions concerning financing. The considerable 
qualitative differences between firms of different sizes can potentially 
differentiate the relative importance of capital structure factors across 
individual size groups, which is the main hypothesis to be verified in this 
study. 
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2. THE ROLE OF COUNTRY, INDUSTRY AND FIRM SIZE 
SPECIFICITY IN CAPITAL STRUCTURE –  

LITERATURE REVIEW 

The starting point for the modern capital structure theories is the study by 
Modigliani and Miller (1958), which states that under certain assumptions 
the firm’s financial decisions are irrelevant in terms of the firm value. The 
basic assumptions of the MM theory refer to the absence of taxes, 
transaction costs and bankruptcy risk (Titman 2001). Other frequently 
mentioned limitations include the same risk class of all companies, the full 
symmetry of information between internal and external investors or 
managers’ loyalty to the owners (Frydenberg 2004). This breakthrough 
theory of irrelevance has given rise to a number of attempts to verify 
whether the capital structure is in fact relevant, and under what conditions 
(Song 2005). 

The hitherto empirical research shows that the company’s capital 
structure is not only influenced by firm-specific factors, but also by the 
specificity of the country where a company operates (Demirgüç-Kunt, 
Maksimovic 1999; Booth, Demirgüç-Kunt, Maksimovic 2001; Claessens, 
Djankov, Nenova 2001; Bancel, Mittoo 2004). Moreover, it has been 
empirically shown that country factors influence financial leverage in two 
ways (De Jong, Nguyen, Kabir 2008). On the one hand, these factors impact 
on the leverage directly. For example, a more developed bond market 
facilitates the issuance and trading of debt securities, and as a result it can 
lead to higher levels of corporate debt in a given country, whereas in the 
mature equity market – the opposite. On the other hand, factors specific to 
the country also have an indirect effect on corporate debt through their 
influence on factors specific to the companies themselves. 

One of the first international studies comparing differences in capital 
structure across developed and industrialized countries reveals that apart 
from business-specific factors, some domestic factors play an important role 
in affecting capital structure (Rajan, Zingales 1995). Another international 
comparative study (Demirgüç-Kunt, Maksimovic 1999) of corporate capital 
structure, also shows that institutional differences between developed and 
developing countries explain a large part of the diversification of long-term 
debt. It has also been observed that some institutional factors in developing 
countries affect the leverage differently depending on the firm size. More 
recent studies in this area show that even in developed economies, such as 
European countries or the United States, the financial policy and the 
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behaviour of managers are influenced by institutional envirionment and 
international transactions (Graham, Harvey, 2001; Bancel, Mittoo 2004; 
Brounen, De Jong, Koedijk 2006). The importance of country factors in 
terms of capital structure was also recognized by Fan et al. (2006) in a cross-
sectional study of a large sample of countries which confirms the significant 
influence of such factors as the development of the banking sector and the 
stock and bond markets. Another survey of the OECD countries shows that 
most of the capital structure volatility in an international cross-section is 
attributed to the heterogeneity of firm-specific factors, industry and country 
factors (Song, Philippatos 2004). However, the authors found no evidence on 
the importance of the diversity of legal factors in terms of leverage. This 
may be due to the fact that a lot of research covers only large listed 
companies (Giannetti 2003). However, even the less common studies of non-
public firms confirm the significant impact on capital structure of such 
variables as the protection of creditors, the securities market development 
and law enforcement (Hall et al. 2004). The country factors also include 
such variables as the banking system orientation and the gross domestic 
product growth rate (De Jong et al. 2008). 

Another determinant of leverage covered in this study is the industrial 
specificity which – as shown by numerous studies on the capital structure – 
is also considered as one of the key factors affecting corporate financial 
decisions (Bradley et al., 1984; Titman, Wessels 1988; Rajan, Zingales 
1995; Harris, Raviv 1991). According to the leading theories of capital 
structure (Almazan, Molina 2002), the main factors responsible for industrial 
differences in leverage between companies include: the level of competition 
in the industry (Liebenstein 1966), the extent of employing managerial 
mechanisms to resolve agency conflicts by firms (Jansen, Meckling 1976), 
the flexibility of assets (Shleifer, Vishny 1992), and the technological 
differences between firms in industries (Maksimovic, Zechner 1991). 

Among many capital structure determinants, the size of the firm seems a 
factor less exposed in the studies verifying individual theories. Nevertheless, 
some empirical studies show a strong positive relationship between the size 
of a company and the leverage ratio (Kurshev et al., 2007). The results of 
these studies are unambiguous for the the United States, where large 
companies tend to have higher debt ratios than small ones (Titman, Wessels 
1988; Rajan, Zingales 1995, Fama, French 2002). In most other countries the 
size of the company also appeared to have a positive relationship with debt 
(Rajan, Zingales 1995, Booth et al. 2001). 
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Intuitively, the size effect can be explained in various ways. First of all, 
large companies tend to have easier access to external funds as borrowing 
costs are much higher for small businesses than for large ones (Hennessy, 
Whited 2006). Large companies are also believed to be less likely to go 
bankrupt (Shumway 2001). Another explanation is the difference in the 
degree of information asymmetry between the firm’s insiders and capital 
markets, which is usually less acute for larger firms (Kurshev, Strebulaev, 
Ilya 2007). 

The literature review makes it clear that both country and industry factors 
are important determinants of the corporate capital structure. A common 
research problem in this area is the relative importance of these two 
categories of factors. Some earlier attempts to prioritise the importance of 
the country effect and the industry effect in the European Union reveal that 
despite the significant progress of the integration processes in the area, 
indicating a higher probability of reducing the differences between countries, 
the capital structure of companies and other long-term solvency parameters 
are still more influenced by country factors than by industrial ones (Koralun-
Bereźnicka 2009). The analysis, however, did not not take into account the 
size of businesses. Given the fact that company size impacts on its financial 
structure, it is also possible that the relative importance of the country and 
industry effect will vary between size groups. The main research goal of this 
study is therefore to determine the relative importance of the country factors 
and the industry factors in the capital structure of enterprises depending on 
their size. 

3. DATA CHARACTERISTICS AND RESEARCH METHODOLOGY 

The concept of capital structure and the related terms, such as financial 
structure, financial leverage or gearing, can be defined as a combination of 
different types of securities issued by a company to finance its assets.  
A company financed with equity only is referred to as unleveraged, whereas 
a company which uses debt in its financial structure is a leveraged company 
(Song 2005). 

In this study the capital structure is the dependent variable. There is, 
however, a variety of measures of capital structure, which can be broadly 
divided into two main groups: measures based on the market value of equity 
and measures based on the book value of equity (Lööf 2003). Due to the 
limited data availability, some empirical studies often have to be restricted to 
the use of financial leverage ratios based solely on book values. This is also 
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the case in this research, where the market values are not available, as the 
analysed population covers private firms. 

The choice of the most suitable measure of capital structure should 
depend on the purpose of the analysis. However, the results of corporate 
financial decisions are probably best represented by the ratio of total debt to 
total capital, defined as the sum of shareholders’ equity and total debt 
(Rajan, Zingales 1995). In each case, therefore, when interpreting the 
research results one should be aware of the difficulties with measuring both 
leverage and the explanatory variables (Harris, Raviv 1991). The problems 
with measuring capital structure may result for example in the sensitivity of 
the analytical results to the changes in measures of debt. According to a 
survey of British companies, the determinants of capital structure differ 
significantly depending on which component of debt is taken into account 
(Bezan, Danbolt 2000). The differences are the most significant with 
reference to the factors of short-term and long-term debt. 

Therefore a comprehensive analysis of the capital structure requires 
considering various forms of debt. With this in mind, this study takes into 
account not only the most commonly recommended ratio of total debt to 
total assets, but also a number of more specific ratios describing the structure 
of liabilities, representing the share of the following items in the total assets: 
− debt (D/A), 
− provisions (P/A), 
− bank credits (C/A), 
− medium- and long-term bank credits (LC/A), 
− short-term bank credits (SC/A), 
− medium- and long-term liabilities (LL/A), 
− short-term liabilities (SL/A). 

The selection of ratios also results from the content of the BACH (Bank 
for the Accounts of Companies Harmonised) database, which does not 
provide market values due to the aforementioned reasons. The variables are 
the ratios of means, and not the means of ratios, as the data provided by the 
database is aggregated. The study covers nine European Union countries 
(Austria, Belgium, Germany, Spain, France, Italy, the Netherlands, Poland 
and Portugal), providing data to the European Commission, which publishes 
them as aggregated and harmonised reports in the BACH database. The 
choice of the research sample in terms of countries is also conditioned by the 
data availability in the employed database. The study covers all the countries 
which provide data from the annual accounts of non-financial firms. Relying 
on data from one source provides the highest achievable level of cross-
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country comparability of ratios, although covering a wider group of 
countries in the future would certainly be valuable. 

The analysis covers three groups of companies: small (with an annual 
turnover below 10 million EUR), medium (with an annual turnover between 
10 and 50 million EUR) and large (with an annual turnover exceeding 
50 million EUR) in thirteen economic industries represented by one-letter 
symbols (section level) according to the NACE classification (Nomenclature 
statistique des Activités économiques dans la Communauté Européenne). 
Some industries were excluded from the analysis due to the limited data 
availability. Table 1 provides the detailed list of the industrial range of the 
study and the three-letter symbols assigned to each industry, which are used 
later in the study. The study period covers the decade 2000-2009. The 
groups of companies ordered by country, size, industry and year constitute 
the subject of the analysis. 

All the ratios used in the analysis were calculated for the aggregated 
groups of companies in each industry, each size group (indicated by the 
letters S, M and L, respectively), each country and each year. In total, taking 
into account the missing data, the analysis covers 20,869 data items. 

The first stage of the empirical research is the basic statistics analysis of 
financial ratios in the following cross-sections: across industries, across 
countries, across size groups and across time. It is aimed to initially 
recognize the diversity of ratios and identify the basic regularities within the 
analysed population. In cases of differences in means between individual 
categories, it should be verified whether they are statistically significant. For 
this purpose the one-way analysis of variance was applied which allows to 
evaluate the significance of differences between a number of means and 
explains the probability with which the extracted grouping factors 
(manipulative variables) could be the reason for the observed differences 
between the group means (Fisher 1954).  

In order to verify which effect is the dominant one – the country or 
industry effect – the cluster analysis was used to classify the binomial 
objects formed by industries in countries. Due to the large number of the 
classified objects, the k-means algorithm was applied as a grouping method 
whose goal is to create k different, possibly distinct clusters formed in a way 
which minimises the within-group variance while maximising the between-
group variance (Wishart 2001). If the objects had a tendency to form clusters 
in a manner similar to the national classification, it would indicate the 
superiority of the country effect. The dominance of the industry effect would 
be indicated by the clustering results resembling industrial classification. 
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The classification results usually make it possible to identify the dominant 
element in the form of a country or an industry in each of the clusters. The 
prevalence of clusters dominated by countries would indicate the greater 
impact of domestic factors on the examined variables describing capital 
structure. The industrial nature of clusters would suggest the greater 
similarity of objects in the cross-industry section rather than across 
countries, which would indicate the stronger influence of industrial factors. 

The k-means procedure was performed for all size groups of firms as a 
total and then for each of them individually, in order to detect the possible 
differences in the relevant importance of the two effects. When carrying out 
the cluster analysis separately for small, medium and large businesses, an 
important issue is to assess the differentiation degree of the grouping results, 
i.e. to compare the clustering results and evaluate their similarity. In order to 
find out how similar or how different the clusters of industries in countries 
are between different size groups, a similarity measure of grouping results 
can be utilised. From the variety of grouping results similarity measures 
proposed in the literature (Gordon, 1987; Arabie, Boorman 1973; Fowkles, 
Mallows 1983; Goodman, Kruskal 1980; Rand 1971; Rolf 1974; Wallace 
1983), one of the most commonly used is the adjusted Rand measure (RAD), 
which was also applied in this study. Higher RAD values indicate greater 
similarity of the compared grouping results. The calculation method of the 
measure is provided for example by Hubert and Arabie (1985) or Najman 
(2007).  

4. RESEARCH RESULTS 

The first stage of the analysis was meant to examine whether the 
differences in capital structure ratios are statistically significant across 
industries, countries, size groups and years. For this purpose the one-way 
analysis of variance was performed in the four sections corresponding to the 
dimensions of the data. The discriminating properties of ratios were 
evaluated on the basis of the F-statistic whose values and the corresponding 
probabilities p are shown in Table 2. The cases for which the null hypothesis 
of equal means was rejected are distinguished by putting in bold the 
respective values. 

The results of the univariate significance tests show that all the analyzed 
capital structure ratios differ significantly both across countries as well as 
across industries. However, if the firm size is the differentiating factor, the 
ratio of debt to asset appears not to differ significantly between the size 
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groups, in contrast to all other capital structure ratios. Only four variables 
show significant differences across time in the analysed period, which 
indicates the weakest discriminatory power of the time factor in the 
examined population. This, in turn, is the reason for performing the 
following stages of the analysis using the time means of ratios, which can be 
considered as values representing typical levels of variables for the entire 
ten-year period. 

The diagnostic variables used in the cluster analysis should be 
characterised by high volatility and independence. This means that the 
variables which do not differentiate between the categories (industries and 
countries) should be removed from the initial data set. The cases of 
duplicating the information carried by individual variables should also be 
eliminated. According to the analysis of variance, none of the selected 
variables is a constant one. As for the interdependence of variables, several 
of them were eliminated due to the correlation coefficient exceeding the 
value of 0.6. As a result, the final set of diagnostic variables included four 
ratios: D/A, P/A, LC/A and SL/A. 

The use of the the k-means grouping method requires prior declaration of 
the number of clusters. The greater the number of the distinguished clusters, 
the more likely a smaller number of elements (considered as industries in 
countries) in each of them, and thus potentially the easier the identification 
of the prevailing element in the form of an industry or country. With this in 
mind, as well as given the number of objects subject to the grouping process, 
thirteen was recognized as the optimal number of clusters in this 
classification procedure, which corresponds to the number of industries 
covered by the analysis. The clustering results for all sizes as a total (based 
on the means of ratios for all three size groups) are presented in Table 3. The 
symbols of cluster elements contain two parts: the first part corresponds to 
the country, the other one – to the industry. Thus, for example the BE_AGR 
symbol refers to the agricultural sector in Belgium. 

To identify the dominant effect, the number of different countries and the 
number of different industries occurring in each cluster were compared. Due 
to the fact that the total number of the countries (9) is smaller than the 
number of industries (13), the country effect may be slightly favoured. 
Inevitably, the number of different industries will usually exceed the number 
of different countries in a cluster. This preference, however, to some extent 
should be counteracted by the number of clusters corresponding to the 
number of industries and not to the number of countries. Thus, if the industry 
effect was the dominant one, then in the extreme case of no country impact, 



            HOW DOES THE FIRM SIZE AFFECT THE RELATIVE IMPORTANCE […] 107 

the internal structure of the clusters would coincide with the industrial 
classification. 

In the analysed population, however, the dominance of any effect is not 
so obviously indicated by the contents of the clusters. Only in the case of one 
cluster (No. 13), the impact of domestic factors is certainly greater than that 
of the industrial ones, as the cluster contains only two elements from one 
country – Germany. A comparison of the number of prevailing items 
(different industries and different countries) in other clusters shows that only 
two of them can be considered as industry-dominated ones. These are 
clusters No. 3 and 6, dominated by the mining industry and the real estate 
sector, respectively. 

In other clusters the number of different industries always slightly 
exceeds the number of different countries, reflecting the slightly greater 
impact of the country-specific factors on the capital structure. Table 4 shows 
the comparative list of the number of the prevailing elements in the form of 
industries and countries. 

A similar k-means clustering procedure was also performed separately for 
each size group of enterprises in order to detect possible differences in the 
relative importance of the country and industry effect between small, 
medium and large firms. The various theories of capital structure do not 
answer the question about the way the industrial and national factors affect 
debt levels, depending on the firm size. Generally, according to the capital 
structure theories, the larger the firm size, the higher level of debt can be 
expected. Intuitively, however, one can hypothetically assume that as the 
firm size increases, the importance of country factors should decrease, in 
contrast to the industry factors. Such a tendency seems to be justifiable by 
the fact that large companies, more often than small ones, operate on global 
markets, and not just locally. As a result, they should be less susceptible to 
the influence of factors specific to the internal, domestic market. Thus, the 
role of other factors, including the industrial factors which act globally and 
affect all national markets in a similar way, should increase. The 
classification results of industries in countries for each size group are shown 
in Tables 5-7. 

They show that due to the large preponderance of country-dominated 
clusters, the domestic factors prevail in all sized groups of enterprises. 
However, a closer look at the results reveals some more detailed regularities. 
For instance, only two clusters of an industrial nature were identified in the 
group of small enterprises. They are created mainly by the industries of 
information and communication, water supply, as well as trade, construction 
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and administration. Definitely stronger industrial influences can be observed 
in the group of medium-sized companies, where as many as four of the 
thirteen clusters are of an industrial character. These clusters are gathered 
mainly around such industries as: manufacturing, trade, accommodation, 
construction and real estate. Against the hypothetical prediction, the industry 
effect is not the dominant one in the group of the large firms. Just as in the 
group of small entities, only two clusters demonstrate industrial features, 
specifically of the water supply industry, real estate and administration. In 
two other clusters it is not possible to identify the dominant factor due to the 
equal number of different industries and different countries. The remaining 
clusters are again dominated by the impact of domestic factors. 

The evaluation of the clustering results’ similarity between the size 
groups reveals their slight mutual resemblance. This is evidenced by the 
relatively low value of the adjusted Rand’s measure presented in Table 8 – 
significantly lower than 0.5, which is interpreted as an indication of the 
moderate similarity of the classification results. 

Despite small differences in the RAD values, it is worth noticing that the 
greatest degree of dissimilarity occurs between the clustering results for 
large and small companies. The generally low values of the Rand’s measure 
indicate that the firm size has a significant impact on the grouping results of 
industries in countries. 

Apart from the main conclusion drawn from the analysis of the grouping 
results, which refers to the prevalence of the country factors impact on 
corporate capital structure regardless of the firm size, in the analyzed 
population there can be certain characteristic countries and industries 
identified with stronger features determining the formation of clusters 
around them. As for the countries, one should mention the Netherlands, 
Spain, Germany, and Poland. The industries which mark their presence in 
clusters most include construction, administration, water supply and trade. It 
is worth searching for the reasons for which the abovementioned objects 
were so characteristically distinguished. In order to do so, one can analyse 
the expected means of the capital structure ratios for industries and 
countries. Figures 1 and 2 present the average values of the basic capital 
structure ratio, i.e. the debt to assets ratio (D/A) for all size groups in total. 
The vertical bars in the graphs represent 95% confidence limits. 

One of the most characteristic regularities that can be read from the 
graphs is certainly the lowest level of debt in Polish firms. It is worth noting 
that such a situation is also typical for most other capital structure ratios 
under analysis. The low level of debt utilisation by Polish enterprises may be 
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related to the high costs of debt service compared to other countries. In 
contrast, the most indebted companies occur in Germany, Austria and 
Portugal. The specificity of the administration and construction industry also 
corresponds to the relatively high levels of financial leverage. 

SUMMARY AND CONCLUSIONS 

To sum up the analytical results, it should be noted that the capital 
structure considerably depends on the country, where a firm operates, its 
industry, as well as its size. The capital structure diversity observed in these 
three sections is practically irrespective of the employed debt ratio, and 
therefore applies to both long-term debt and current liabilities. This is 
evidenced by the analysis of variance performed across countries, across 
industries and across size groups. Corporate capital structure, however, 
seems to be less dependent on time. In the case of this qualitative factor, the 
majority of the capital structure ratios show no significant differentiation, 
thus indicating the stability of the ratios over time. 

With regard to the main objective of the research which was to compare 
the relative importance of the country and industry effects in capital structure 
and to detect potential differences in the strength of their interaction between 
different size groups of firms, the conclusions are as follows: 
− the dominant effect in the analysed population is certainly the country 

effect, despite the fact that the study covers a group of countries with a 
relatively high degree of economic harmonization due to the integration 
process, which could suggest a decline in the importance of country-
specific factors and the growing importance of the industrial factors; 

− country-specific factors are more important regardless of the firm size; 
− the greater importance of the industry factors (although still lower than 

domestic factors) was observed in the group of medium-sized firms 
which can be explained by globalization affecting larger businesses more. 
When comparing the relative importance of the country and industry 

factors on the corporate capital structure, it should be borne in mind that it is 
hardly possible to completely isolate these two effects from each other. This 
is due to the fact that each industry bears some characteristics of the country 
in which it operates. Similarly, the broadly defined debt of firms in a given 
country is also to some extent determined by the industrial structure of that 
country. Therefore it seems risky to attempt to precisely determine the extent 
to which industrial and country-specific factors affect the capital structure. 
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APPENDIX 

Table 1 

Industrial coverage of analysis according to NACE classification 

NACE Industry Symbol 
A Agriculture, forestry and fishing AGR 
B Mining and quarrying MIN 
C Manufacturing MNF 
D Electricity, gas, steam and air conditioning supply  ELE 
E Water supply; sewerage, waste management and remediation activities WAT 
F Construction CST 
G Wholesale and retail trade; repair of motor vehicles and motorcycles TRD 
H Transportation and storage TRS 
I Accommodation and food service activities HOT 
J Information and communication INF 
L Real esteta activities RLE 
M Professional, scientific and technical activities  PRF 
N Administrative and support service activities  ADM 

Source: author’s calculation based on the NACE database 

Table 2 

Univariate significance tests, p=0.05*  

Ratio 
Factor 

Country Industry Size Year 

F p F p F p F p 
D/A 139.30 0.000 44.13 0.000 2.687 0.068 10.820 0.000 
P/A 249.00 0.000 29.02 0.000 89.320 0.000 1.421 0.173 
C/A 40.76 0.000 67.16 0.000 106.900 0.000 2.150 0.023 

LC/A 12.87 0.000 110.80 0.000 60.350 0.000 0.914 0.512 
SC/A 170.10 0.000 41.31 0.000 78.770 0.000 5.062 0.000 
LL/A 48.12 0.000 94.82 0.000 12.180 0.000 0.727 0.685 
SL/A 55.38 0.000 172.10 0.000 4.797 0.008 7.118 0.000 

Note: * significant values of F and p in bold. 

Source: author’s calculations based on the BACH database 
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Table 4 

The number of country and industry items in clusters of industries in countries  
for all size groups in 2000-2009 

Country/ 
industry 

Cluster number 

1 2 3 4 5 6 7 8 9 10 11 12 13 

AT       3 3 3 2  2   

BE 3 4 1 1 1 1     2    

DE      1  2 3 4   2 

ES  3 1 3 4  2        

FR 6 2 1  1 1   1 1     

IT 2 2  1   2  4 1  1   

NL 5  2 4      1     

PL  2   6  1    4    

PT 5 3   1   1           3   

AGR 1 1   1 2   2       1     

MIN  2 3  2   1     1 

MNF  4  1 1   1 1 1     

ELE 2   2    2  1 2    

WAT 3  1  1   1  1 1 1   

CST 1 2     1  3   2   

TRD 2 3  1     3      

TRS 2   1 2 1 1   2     

HOT 3   2   1   1  1   

INF 4 2        2     

RLE  1  1  3 1    1 1   

PRF  1 1 1 2    1 1 1  1 

ADM 3      2  3   1   

Number  
of different 

countries 5 6 4 5 4 4 4 2 4 5 2 3 1 

industries 9 8 3 8 6 2 6 4 5 7 5 5 2 

The dominant effect C C I C C I C C C C C C C 

Note: C – country effect, I – industry effect 

Source: author’s calculations based on the BACH database 
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Table 5 

The number of country and industry items in clusters of industries in countries  
for small firms in 2000-2009 

Country / 
industry 

Cluster number 

1 2 3 4 5 6 7 8 9 10 11 12 13 

AT 2     2   3 3  3  

BE  2 4  1 1  3     2 

DE 4     1   3 1  3  

ES    2 5 4  1   1   

FR  3 4   1 4     1  

IT 2   2 2 1 3  3     

NL 9    1  1     1  

PL     4   5   2  2 

PT  4  4   2  2    1 

AGR 1 1  2 1 2     1   

MIN 1   2 2  1 1    1 1 

MNF 2  1 2 2    1   1  

ELE  1   1 2 1 1  1  1 1 

WAT 1    1  2 1    3 1 

CST 1  1  1 1 1  4     

TRD 1  2 2 1    3     

TRS 2 1 2  1 1    1  1  

HOT 1 3    2    1 1 1  

INF 3    1  3 2      

RLE  2   1 2    1 1  1 

PRF 3  1    1 3     1 

ADM 1 1 1  1  1 1 3     

Number of 
different 

countries 4 3 2 3 5 6 4 3 4 2 2 4 3 

industries 11 6 6 4 11 6 7 6 4 4 3 6 5 

The dominant effect I C C C C I C C I C C C C 

Source: author’s calculations based on the BACH database 
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Table 6 

The number of country and industry items in clusters of industries in countries  
for medium firms in 2000-2009 

Country/ 
industry 

Cluster number 

1 2 3 4 5 6 7 8 9 10 11 12 13 

AT  1 1  1 2 1    2 3 2 

BE 1 2  3 1   3  2   1 

DE      4 1    2 4 1 

ES 1 2 3  1    4 2  1  

FR 1   4 1   3 1  1  1 

IT 3 3 1 2   3    1   

NL 7 2       1   1  

PL 1  1 1 1   2 2 5    

PT  4 1 3 1    2  1  1 

AGR 1 2     1  3 1    

MIN   1 1  1  1 3 1 1   

MNF 1  2   1 1 2 1   1  

ELE 2 1    2    2  1  

WAT 1 1  1  1  1  2  1 1 

CST 1 2  2   1    3   

TRD 1  2 3   2     1  

TRS 3 1 1   1  1  1   1 

HOT 1 1   5       1 1 

INF 1  1 3    1 1   2  

RLE 1 1   1    1 1   3 

PRF  1  1    2 1 1 1 2  

ADM 1 4  2       2   

Number of 
different 

countries 6 6 5 5 6 2 3 3 5 3 5 4 5 

industries 11 9 5 7 2 5 4 6 6 7 4 7 4 

The dominant effect C C I C I C C C C C I C I 

Source: author’s calculations based on the BACH database 
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Table 7 

The number of country and industry items in clusters of industries in countries  
for large firms in 2000-2009 

Country/ 
industry 

Cluster number 

1 2 3 4 5 6 7 8 9 10 11 12 13 

AT   1 5 4 1 2       
BE 2 1 2    1  1  3 1  
DE  1  2 2   1 1 5    
ES 2  5 1  2 2 1  1    
FR 5  1    2 1 1  1 1  
IT 4  1  1  2  4  1   
NL 3  5  1      2   
PL   3 1   1    2 3 3 
PT 3  1 1  1 1 2 2   1 1 
AGR   1   1 1    1 1 2 
MIN 1   2 1     1 2 2  
MNF 2  3 1      1 2   
ELE 1  3 1      2 1 1  
WAT 2 2  1  1 1     1  
CST 2  2  2  1  2     
TRD 3  3  2    1     
TRS 1  3  1 1 1 1  1    
HOT 1  1 1 1 1 1  1  1  1 
INF 4   3   1    1   
RLE 1      2 3     1 
PRF   3 1    1 1 1 1 1  
ADM 1    1  3  4     

Number of 
different 

countries 6 2 8 5 4 3 7 4 5 2 5 4 2 

industries 11 1 8 7 6 4 8 3 5 5 7 5 3 

The dominant effect C I - C C C C I - C C C C 

Source: author’s calculations based on the BACH database 

Table 8 

Similarity of the classification results – adjusted Rand’s measure (RAD) 

Size S M 
M 0,153  
L 0,078 0,098 

Source: author’s calculations based on the BACH database 
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Figure 1. Expected means of the debt ratio (D/A) for countries 

Source: author’s calculations based on the BACH database 

 

AGR MIN MNF ELE WAT CST TRD TRS HOT INF RLE PRF ADM

Industry

0,50

0,55

0,60

0,65

0,70

0,75

0,80

D/
A

 
Figure 2. Expected means of the debt ratio (D/A) for industries 

Source: author’s calculations based on the BACH database 
 
 
 
 
 


