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INTRODUCTION 

The overall gain of contemporary proposed, designed, deployed and used ICT 
(Information and Communication Technologies) applications is to explore and utilize 
new concepts, paradigms, attempts, methods, algorithms and architectures. There are 
two general reasons for the analysis of ICT technologies and ICT applications. The first 
is to discover new possible applications which are complementary to the already known. 
The second is to increase the effectiveness of business processes and to propose 
applications of high societal value through making use of reappraised distributed 
systems architectures, services and technologies in large-scale application context.  

The book contains several chapters where Authors present original results of 
investigations devoted to study state-of-the-art as well as applicability of both known 
technologies properties and their possible applications using various methodologies, 
approaches, models and algorithms for distributed systems and its components 
evaluation. The mentioned chapter address various aspects of contemporary distributed 
information systems specified both by scope of used technology and possible area of 
ICT application.  

Chapters, selected and presented in the book are devoted to discuss - on a very 
different level of generality – some selected communication technologies and address a 
number of issues important and representative both for available information and 
communication technologies as well as information system users requirements and 
applications. Submissions, delivered within distinguished chapters, are strongly 
connected with issues being important for contemporary information processing, 
communication and data communication system. Some of the chapters are to present of 
results obtained during the work on the practical implementation of information 
systems. 

The book is divided into four complementary parts, which include sixteen chapters. 
The parts have been completed arbitrary from set of chapters where some extensively 
researched and recounted in the world literature, important and actual, issues of 
distributed information systems are discussed. The proposed decomposition of accepted 
set of chapters into parts is to compose units characterize by application area or how to 
use the methods and tools. 

The first part – NETWORKS PLANNING, ANALYSIS AND EVALUATION – 
consists of chapters addressing various issues related to switching systems architectures 
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and properties, communication systems technologies, parallel processing architectures, 
analysis of switching, communication and services delivery systems as well as various 
methods and algorithms for performance evaluation of communication and processing 
distributed systems. 

The second part – INTERNET OF THINGS USE CASES – contains chapters 
where some selected and promising aspects of utilizing Internet of Things concept as 
combined with various concepts of knowledge and data processing. 

The next, third part – COMPRESSION, RECOGNITION AND SCHEDULING 
ALGORITHMS – is composed of chapters where algorithmic and computational 
aspects are the most important. 

The modest number fourth part – SECURITY AND PRIVACY – contains chapters 
where both important and interesting practical security and privacy aspects are 
presented. 

PART 1. NETWORKS PLANNING, ANALYSIS AND EVALUATION 

In the Chapter 1 an analytical traffic model of a multi-domain Next Generation 
Network (NGN) is used to evaluate Call Set-up Delay (CSD) and Call Disengagement 
Delay (CDD), which are standardized call processing performance parameters. The 
outputs of the model are calculated for various types of intra- and inter-operator calls, 
taking into account network and load parameters. In this contribution asymmetric cases 
are investigated, in which selected parameters of two connected network’s domains are 
different. Obtained quantitative results indicate the relations between parameters of one 
domain as well as mean CSD and mean CDD for calls originated in both domains. 

The Chapter 2 is devoted to discuss usability of the Software-Defined Networking 
(SDN) concept to control optical transport networks. For this purpose, results of testing 
of the developed easy-to-use connection scheduler, capable of controlling connections in 
optical transport networks, are presented.  

In the Chapter 3, a new method, being an extension of the PPBMT (Point-to-Point 
Blocking for Multichannel Traffic) method, of the point-to-point blocking probability 
calculation in multiservice switching networks with overflow links is presented. To 
illustrate the method’s efficiency, the results of the analytical availability calculations for 
3-stage Clos switching networks are compared with the data of the discrete events 
simulations of the switching networks with chosen structures. 

The Chapter 4 purposes are to present and discuss details of algorithms for 
calculating the first-, the second-, and the third-order crosstalk stage-by-stage in a new 
MBA(N, e, 2) switching fabric. In the chapter the considered network are compared with 
a typical baseline and Beneš switching networks of the same capacity and functionality. 

In this Chapter 5 performance evaluation of Blocking Window Algorithm (BWA) 
with variable window size in blocking multicast ),0,(log2 pN  switching networks is 

presented and studied. The chapter’s gain is to show how different parameters of the 
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BWA influences quality of switching and how to select the best sets of these parameters 
values. 

The Chapter 6 gains is to present a finite-buffer queueing model of system with 
unreliable server. The discussed case is based on assumptions that customers occur 
according to a Poisson process and are being served during exponentially distributed 
processing time followed by generally distributed repair periods. The embedded Markov 
chain is used to model the considered system and to calculate queueing delay 
conditional distributions.  

The aim of the Chapter 7 is a quantitative analysis of using Graphics Processing 
Unit (GPU) to speed up the simulation and optimizations tasks as used for simulation of 
electromagnetic wave propagation and optimization of access points localizations in 
Wireless Local Area Network (WLAN). Results of experiments based on COST231 
algorithm are presented and discussed. 

In the Chapter 8 a mixed approach to the link prediction problem in complex, 
dynamic social networks is proposed. It was shown that application of a weighted sum 
of three predictors based on totally different assumptions (time series analysis, global 
and local network topology) outperforms results returned by particular predictors used 
separately. The proposed approach is illustrated by examples. 

PART 2. INTERNET OF THINGS USE CASES 

The Chapter 9 is to propose a concept of augmented perception in which connected 
smart devices can support our senses. According to this approach, human is the central 
element of the Internet of Things (IoT), and can gather new information by describing 
his needs which should be satisfied by smart devices to satisfy. The concept is illustrated 
using described SenseSim simulator which is to build augmented perception virtually. 

The Chapter 10 is to present the development of efficient data fusion and integration 
methods implemented in SOA environment and delivered for specialized tactical 
handhelds. Developed and presented system serves as a server solution offering both an 
integration platform and a command and control portal.  

In the Chapter 11 a novel application of the Internet of Things (IoT), the Decisional 
DNA-based Smart Bike is presented. The Decisional DNA, being is a domain-
independent, flexible and standard knowledge representation structure, combining with 
the sensor-equipped bicycle is able to learn its user’s weight, riding habits, etc. It was 
shown that the Decisional DNA can be used on IoT applications enabling knowledge 
capturing, processing and reusing. 

PART 3. COMPRESSION, RECOGNITION 
AND SCHEDULING ALGORITHMS 

The Chapter 12 is to present a new additive algorithm for the calculation of Discrete 
Cosine Transform (DCT), which is widely used in the practice of converting graphics 
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and numerical solution of differential equations. The concept of accelerating  calculation 
is illustrated by an example. 

The aim of the Chapter 13 is to present an approach how to combine gestures 
detections and the virtual simulation environment. To illustrate the proposed approach, 
an interface architecture and its implementation in a virtual Virtual Battlespace 2 
(VBS2) simulation environment is presented. 

The Chapter 14 results of an heuristic algorithm for solving time-optimal programs 
scheduling and primary memory pages allocation in multiprocessing computer system 
task is presented. Some selected results are presented to show features of the proposed 
approach. 

PART 4. SECURITY AND PRIVACY 

The main problem considered in the Chapter 15 is the detection of projects realized 
secretly. It is assumed that observations, generated by actions within not directly 
observable hidden project, could be collected and processed to identify current state of 
the project. The proposed approach is to combine Hidden Markov Model (HMM) and 
PERT network to model hidden project with actions performed in parallel. 

The Chapter 16 addresses the issues of assessing the impact of privacy protection 
methods on the detection of association rules. Presented results of tests show that the 
privacy protection algorithms have an impact on the detection of association rules. 

 
 
Wroclaw, September 2014 

Adam Grzech 
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Sylwester KACZMAREK*, Maciej SAC* 

CALL PROCESSING PERFORMANCE IN A MULTIDOMAIN 
IMS/NGN WITH ASYMMETRIC TRAFFIC 

In this paper we continue our research using the previously proposed analytical traffic model of  
a multidomain Next Generation Network (NGN), which is standardized for delivering multimedia 
services based on the IP Multimedia Subsystem (IMS). The aim of the model is to assess mean Call 
Set-up Delay (CSD) and mean Call Disengagement Delay (CDD), which are standardized call pro-
cessing performance parameters. The output variables of the model are calculated for various types of 
intra- and inter-operator calls, taking into account a large set of network parameters large set and ter-
minal registrations, which additionally load the network. To complete the previous research, in which 
the same parameters of the elements and traffic levels in both IMS/NGN domains (symmetric case) 
were assumed, in this paper asymmetric cases are investigated, in which selected parameters in one 
domain are different than in the other one. This allows to indicate the relations between parameters of 
one domain as well as mean CSD and mean CDD for calls originated in both domains. 

1. INTRODUCTION 

Our research concerns the Next Generation Network (NGN) [1], a standardized tel-
ecommunication network architecture proposed to fulfill current and future needs re-
garding distribution of various multimedia services with guaranteed quality. Deliver-
ing services in NGN is based on the IP Multimedia Subsystem (IMS) concept [2], and 
thus the names “IMS-based NGN” and “IMS/NGN” are very commonly used.  

The paper continues our previous work [3–10] on a multidomain traffic model of 
IMS/NGN, which aim is to evaluate mean Call Set-up Delay (mean CSD, E(CSD)) 
mean Call Disengagement Delay (mean CDD, E(CDD)), a subset of call processing 
performance parameters [11, 12]. These parameters are standardized and closely relat-

 __________  

* Department of Teleinformation Networks, Faculty of Electronics, Telecommunications and Informatics, 
Gdańsk University of Technology, 11/12 Gabriela Narutowicza Street, 80-233 Gdańsk, Poland. 
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ed to Quality of Service (QoS). Guaranteeing their appropriate values is crucial to 
make the provided services satisfactory for users. 

First stage of our previous work concerned an analytical [3] and simulation [3, 4] 
traffic model of a single domain of IMS/NGN. To achieve possibly the best conformi-
ty of the analytical model with experimental results provided by the simulation model 
(precisely implementing the operation of all network elements and call scenarios), we 
investigated different queuing models in the analytical model ([3, 5, 7, 8]). The goal of 
the first stage of the research was reached and we have recently started working on an 
analytical model of a multidomain IMS/NGN. In paper [10] we proposed a model of  
a multidomain IMS/NGN administered by two operators, which takes into considera-
tion different variants of registration, intra-operator and inter-operator calls as well as 
a definable probability of transport resource unavailability. Using this model basic 
relations between network parameters and call processing performance parameters 
were examined assuming that parameters of the elements and traffic levels in both 
IMS/NGN domains are the same (symmetric case). 

In this paper we accomplish that research by investigating the asymmetric cases, 
which are much more common in practice. During our investigations selected parame-
ters of one domain are modified, while in the other one they remain constant. The aim 
of the paper is to determine the influence of these modifications on call processing 
performance parameters (mean CSD and mean CDD) for all types of calls originated 
in both domains. The rest of the text is organized as follows. Basic information about 
the used traffic model of a multidomain IMS/NGN is provided in section 2. The ob-
tained call processing performance results are presented and discussed in section 3. 
Summary and future work regarding our model are described in section 4. 

2. TRAFFIC MODEL OF IMS/NGN 

The research presented in this paper is performed using the traffic model of a mul-
tidomain ITU-T NGN [13,14] (the most advanced of all NGN solutions [15,16]) pro-
posed in [10]. In this section only the most important information about the model is 
provided. For details regarding the model and calculation of its output variables please 
refer to [10]. 

The elements of the model are presented in Fig. 1, which illustrates two IMS/NGN 
domains administered by two operators (in the paper the terms “operator” and “do-
main” are used interchangeably with similar meaning). Both operator 1 and 2 have 
their own core network (controlled by RACF C1 or RACF C2 element) and access 
network (controlled by RACF A1 or RACF A2 element) with negligible message loss 
probability. Access network of each operator consists of several access areas. 
Transport connection between different access areas require resources of the core 
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network. The network elements illustrated in Fig. 1 perform the following roles 
[10]: 

− User Equipments (UEs): user terminals generating call set-up and disengage-
ment requests, registering themselves in their domains; it is assumed that UEs 
perform standard voice calls (application servers are not used) and have com-
patible codec sets; no audio announcements are played during the calls,  

− P-CSCF (Proxy – Call Session Control Function): the server responsible for re-
ceiving all messages from UEs and forwarding them to the S-CSCF server, 

− S-CSCF (Serving – Call Session Control Function): the main server handling all 
calls in the domain, 

− I-CSCF (Interrogating – Call Session Control Function): the server handling 
messages from other domains, 

− SUP-FE/SAA-FE  (Service User Profile Functional Entity/Service Authentica-
tion and Authorization Functional Entity): the database storing user profiles and 
location information, performs also authentication and authorization functions, 

− RACF (Resource and Admission Control Functions): the unit of the transport 
stratum allocating resources for a new call and releasing resources during call 
disengagement; it is assumed that RACF elements control resources using push 
mode [17]; resources for a call may be unavailable with a defined probability. 

 
Fig. 1. Model of a multidomain IMS/NGN [10]; blue arrows – communication using SIP protocol [18]; 

red arrows – communication using Diameter protocol [19]; black arrows 
– resource control using dedicated protocols 
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To distinguish between the elements of different operators, numbers 1 and 2 are 
added to the above mentioned names. The elements presented in Fig. 1 participate in 
the following set of service scenarios [10, 13, 14, 17, 20–22]: 

− a1 – registration of UE (domain 1), 
− a2 – registration of UE (domain 2), 
− b1 – intra-operator call (domain 1, the same access area, success), 
− b2 – intra-operator call (domain 2, the same access area, success), 
− c1 – intra-operator call (domain 1, the same access area, resources unavailable), 
− c2 – intra-operator call (domain 2, the same access area, resources unavailable), 
− d1 – intra-operator call (domain 1, different access areas, success), 
− d2 – intra-operator call (domain 2, different access areas, success), 
− e1 – intra-operator call (domain 1, different access areas, resources unavailable), 
− e2 – intra-operator call (domain 2, different access areas, resources unavailable), 
− f1 – inter-operator call (originated in domain 1, success), 
− f2 – inter-operator call (originated in domain 2, success), 
− g1 – inter-operator call (originated in domain 1, resources unavailable only in 

originating domain or in both domains), 
− g2 – inter-operator call (originated in domain 2, resources unavailable only in 

originating domain or in both domains), 
− h1 – inter-operator call (originated in domain 1, resources unavailable only in 

terminating domain), 
− h2 – inter-operator call (originated in domain 2, resources unavailable only in 

terminating domain). 
Due to lack of space service scenarios are not described in the paper. Full descrip-

tion of the most complicated successful inter-operator call scenario (f1, f2) can be 
found in [10]. The description of the other scenarios can be partially found in or de-
rived from [13–15, 17, 20–22].  

The structure of the traffic model (Fig. 3 in [10]) contains all elements of the net-
work model presented in Fig. 1. CSCF servers contain message queues and Central 
Processing Units (CPUs), which process messages according to the service scenarios. 
Other elements (except links, which are described later) do not contain queues. 
SUP-FE/SAA-FE and RACF message processing times are modeled as random varia-
bles with any probability density. For UE 1 and UE 2 blocks (representing many user 
terminals of domain 1 and 2) message processing times are not included in calcula-
tions, according to ITU-T Y.1530 [11] and Y.1531 [12] standards.  

All IMS/NGN elements are connected using links. Sending a message through  
a link involves: buffering the message in a queue before transmission if the link is 
busy, message transmission time (determined by message length and link bandwidth) 
and propagation time (5μs/km for optical links, which are assumed in the network). 

The output variables of the traffic model are mean Call Set-up Delay and mean 
Call Disengagement Delay. Calculations of E(CSD) and E(CDD) are performed based 
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on the definition of CSD and CDD given by ITU-T [11,12]: 

 CSD = (t2 – t1) + (t4 – t3) + (t6 – t5) (1) 

 CDD = (t8 – t7) + (t10 – t9) (2) 

where: 
− t1 is the time of sending call set-up request (SIP INVITE message) by the origi-

nating UE, 
− t2 is the time of receiving SIP INVITE message by the destination UE, 
− t3 is the time of sending confirmation (SIP 200 OK (INVITE) message) by the 

destination UE, 
− t4 is the time of receiving SIP 200 OK (INVITE) message by the originating 

UE, 
− t5 is the time of sending confirmation (SIP ACK message) by the originating 

UE, 
− t6 is the time of receiving SIP ACK message by the destination UE, 
− t7 is the time of sending call disengagement request (SIP BYE message) by the 

originating UE, 
− t8 is the time of receiving SIP BYE message by the destination UE, 
− t9 is the time of sending confirmation (SIP 200 OK (BYE) message) by the des-

tination UE, 
− t10 is the time of receiving SIP 200 OK (BYE) message by the originating UE. 
E(CSD) and E(CDD) are computed for all successful call scenarios (b1, b2, d1, d2, 

f1, f2). Indexes are added to indicate the scenario name. For example, E(CSD)f1 and 
E(CDD)f1 regard the f1 scenario. To calculate all output variables of the model, the 
following input variables are used [10]: 

− λR1, λR2: registration request (SIP REGISTER) intensity in domain 1 and 2 re-
spectively, 

− λ11, λ22: intra-operator call set-up request (SIP INVITE) intensity (domain 1 and 
2 respectively), 

− λ12, λ21: inter-operator call set-up request (SIP INVITE) intensity (requests orig-
inated in domain 1 and 2 respectively), 

− rC1, rC2: ratio of calls involving multiple access areas to all intra-operator calls 
(domain 1 and 2 respectively), 

− pA1, pC1, pA2 , pC2: probability of transport resource unavailability in access 1, 
core 1, access 2 and core 2 (Fig. 1) respectively, 

− TINV_P1, TINV_S1, TINV_I1, TINV_P2, TINV_S2, TINV_I2 times of processing SIP INVITE 
message by P-CSCF 1, S-CSCF 1, I-CSCF 1, P-CSCF 2, S-CSCF 2, I-CSCF 2 
respectively, 

− ak (k = 1, 2, …,24): the factors determining times of processing other SIP and 
Diameter messages by CSCF servers CPUs: 
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TTR_* = a1 ·TINV_*, TRING_* = a2 ·TINV_*, TOKINV_* = a3 ·TINV_*, 
TACK_* = a4 ·TINV_*, TBYE_* = a5 ·TINV_*, TOKBYE_* = a6 ·TINV_*, 

TAAA_* = a7 ·TINV_*, TSTA_* = a8 ·TINV_*, TPRA_* = a9 ·TINV_*, 
TUPD_* = a10 ·TINV_*, TSP_* = a11 ·TINV_*, TOKUPD_* = a12 ·TINV_*, 

TOKPRA_* = a13 ·TINV_*, TLIA_* = a14 ·TINV_*, TSERUN_* = a15 ·TINV_*, 
TCAN_* = a16 ·TINV_*, TOKCAN_* = a17 ·TINV_*, TPRFAIL_* = a18 ·TINV_*, 

TREG_* = a19 ·TINV_*, TUAA_* = a20 ·TINV_*, TMAA_* = a21 ·TINV_*, 
TUNAUTH_* = a22 ·TINV_*, TSAA_* = a23 ·TINV_*, TOKREG_* = a24 ·TINV_*, 

(3)

where “*” can be replaced by “P1”, “S1”, “I1”, “P2”, “S2”, “I2”, which repre-
sent P-CSCF 1, S-CSCF 1, I-CSCF 1, P-CSCF 2, S-CSCF 2, I-CSCF 2 respec-
tively; the ak factors concern the following messages: 100 Trying, 180 Ringing, 
200 OK (INVITE), ACK, BYE, 200 OK (BYE), AAA, STA, PRACK, 
UPDATE, 183 Session Progress, 200 OK (UPDATE), 200 OK (PRACK), LIA, 
503 Service Unavailable, CANCEL, 200 OK (CANCEL), 580 Precondition 
Failure, REGISTER, UAA, MAA, 401 Unauthorized, SAA, 200 OK 
(REGISTER)), 

− E(XA1), E(XC1), E(XA2), E(XC2), E(Y1), E(Y2): mean message processing times by 
RACF A1, RACF C1, RACF A2, RACF C2, SUP-FE 1/SAA-FE 1, SUP-FE 
2/SAA-FE 2 respectively, 

− lengths and bandwidths of optical links, lengths of transmitted messages: values 
necessary to calculate communication times between network elements. 

For calculations it is assumed that λR1, λR2, λ11, λ22, λ12, λ21 input parameters represent 
aggregated registration and call set-up request intensities from many UEs. These re-
quests are generated with exponential intervals. 

During computations of mean CSD (1) and mean CDD (2) mean values of the de-
lays grouped in parentheses in ((t2 – t1),  (t4 – t3), …) are decomposed into the follow-
ing delays ([3, 9, 10, 15]): 

− mean message waiting times in communication queues, which buffer messages 
at input of each outgoing link when it is currently busy (for calculation of these 
times queuing models are necessary), 

− message transmission times (message lengths divided by links bandwidth), 
− propagation times (5μs/km for assumed optical links), 
− mean message waiting times in CSCF servers CPU queues, which store incom-

ing messages when CSCF servers CPUs are busy (for calculation of these times 
queuing models are necessary), 

− mean message processing times by CSCF servers CPUs as well as RACF and 
SUP-FE/SAA-FE elements (these times result from the TINV_P1, TINV_S1, TINV_I1, 
TINV_P2, TINV_S2, TINV_I2, ak, E(XA1), E(XC1), E(XA2), E(XC2), E(Y1), E(Y2) input var-
iables). 
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As already discussed in [10], in the first part of our research in a multidomain 
IMS/NGN we assume that operation of communication queues and CSCF servers 
CPU queues will be approximately represented using M/G/1 queuing models. Alt-
hough message inter-arrival times in the network are generally not exponential [6], 
such approach allows easy computation of the output variables based only on the input 
variables (due to limited space, more details regarding these calculations are not pro-
vided and can be found in [3, 9, 10]). Moreover, the same approach was used in the 
analytical traffic model of a single domain of IMS/NGN [3]. This model was success-
fully verified by simulations with acceptable conformity excluding high load of serv-
ers or links. During our research we managed to find good queuing models for these 
areas (PH/PH/1 queuing models [7, 8], in which arrival and service distributions are 
represented by phase-type distributions [23, 24]). They, however, require experimental 
message inter-arrival histograms, which have to be obtained using an accurate simula-
tion model [4, 6]. Therefore, PH/PH/1 queuing models will be applied in the analytical 
model of a multidomain IMS/NGN as soon as a proper simulation model is developed 
and the analytical model is verified. This work is already in progress. 

3. RESULTS 

In this section we present the obtained call processing performance results. The ex-
periments are based on a default set of input variables, which was used in our previous 
research [10]: 

− λR1 = λR2 = 50/s, 
− λ11 = λ22 = 50/s, 
− λ12 = λ21 = 50/s, 
− rC1 = rC2 = 0.5, 
− pA1 = pC1 = pA2 = pC2 = 0, 
− TINV_P1 = TINV_S1 = TINV_I1 = TINV_P2 = TINV_S2 = TINV_I2 = 0.5 ms, 
− E(XA1) = E(XC1) = E(XA2) = E(XC2) = 10 ms, 
− E(Y1) = E(Y2) = 10 ms, 
− lengths of all links are the same and equal to d = 200 km, 
− bandwidths of all links are the same and equal to b = 50 Mb/s, 
− {a1, …, a24} = {0.2, 0.2, 0.6, 0.3, 0.6, 0.3, 0.6, 0.6, 0.3, 0.5, 0.6, 0.5, 0.3, 0.5, 

0.4, 0.6, 0.4, 0.4, 0.6, 0.5, 0.5, 0.3, 0.4, 0.3}, 
− SIP message lengths in bytes [25]: INVITE: 930, PRACK: 450, UPDATE: 930, 

ACK: 630, BYE: 510, CANCEL: 550, REGISTER: 700, 100 Trying: 450, 180 
Ringing: 450, 183 Session Progress: 910, 200 OK (INVITE, UPDATE): 990, 
200 OK (PRACK, BYE, REGISTER, CANCEL): 500, 401 Unauthorized: 700, 
503 Service Unavailable: 500, 580 Precondition Failure: 550, 

− Diameter message length: 750 bytes. 
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Using the above mentioned set of input variables we achieve the same parameters 
of the elements and traffic levels in both IMS/NGN domains (symmetric case). This 
results in the same values of call processing performance parameters for calls originat-
ed in domain 1 and 2. Such a situation was the subject of the paper [10]. 

In this paper we investigate asymmetric cases in which value of one of the input 
variables in domain 2 is modified, while the corresponding value in domain 1 is de-
fault. The results of the investigations are presented in Figs. 2–9, which depict mean 
CSD and mean CDD for b1, b2, d1, d2, f1, f2 scenarios (section 2). In the research 
presented in this paper mean message processing times by RACF elements in particu-
lar domains are the same (but generally not the same in the whole network). Therefore 
the results for b1, d1 as well as b2, d2 scenarios are identical: 

− E(CSD)b1 = E(CSD)d1 = E(CSD)b1/d1, 
− E(CSD)b2 = E(CSD)d2 = E(CSD)b2/d2, 
− E(CDD)b1 = E(CDD)d1 = E(CDD)b1/d1, 
− E(CDD)b2 = E(CDD)d2 = E(CDD)b2/d2. 
In each subfigure (Figs. 2–9 contain two subfigures) there are two surfaces repre-

senting E(CSD) and E(CDD) respectively. Due to the fact that for all scenarios call 
set-up process is more complicated than call disengagement (more messages are sent 
and processed), the surfaces for mean CSD are always above these for mean CDD. 

The relation between call processing performance parameters in both domains and 
normalized values of registration request intensity in domain 2 (m1 = λR2 /λR1) as well 
as intra-operator call set-up request intensity in domain 2 (m2 = λ22 /λ11) can be ob-
served in Figs. 2–3. Both m1 and m2 influence the load of the elements of domain 2. 
Consequently, their higher values results in higher E(CSD) and E(CDD) for f1, f2, b2 
and d2 scenarios, in which elements of domain 2 are used. As elements of domain 2 
do not participate in intra-operator calls in domain 1, E(CSD)b1/d1 and E(CDD)b1/d1 are 
not affected by m1 and m2. Comparing mean CSD and mean CDD values for f1 and f2 
scenarios, we can notice that E(CSD)f2 and E(CDD)f2 are similarly influenced by m1 
and m2 to E(CSD)f1 and E(CDD)f1. 

In another experiment we test the influence of normalized λ21 (m1 = λ21/λ12) as well 
as TINV_*2 (m2 = TINV_*2 /TINV_*1; * can be here replaced with “P”, “S”, and “I”) on mean 
CSD and mean CDD (Figs. 4–5). The number of inter-operator calls originated in do-
main 2 in a unit time period (λ21) increases the load of both domains. Therefore, with 
m1 rise all analysed call processing performance parameters. Times of processing SIP 
INVITE messages by CSCF servers of domain 2 (TINV_*2) increase only the load of this 
domain. Thus, higher m2 values result only in higher mean CSD and mean CSD for 
calls originated or terminated in this domain (f1, f2, b2 and d2 scenarios). 

The next analyzed input variables are mean message processing times by RACF (in 
access and core, m1 = E(XA2)/E(XA1) = E(XC2)/E(XC1)) and SUP-FE/SAA-FE 
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Fig. 2. Call processing performance results for inter-operator calls; 
λR1 = 50/s, m1 = λR2 /λR1, λ11 = 50/s, m2 = λ22 /λ11, other input variables are default 

(m2 = E(Y2)/E(Y1)) elements in domain 2 (Figs. 6–7). Higher m1 values result only in 
increasing call processing performance parameters for scenarios involving resource 
reservation in domain 2 (f1, f2, b2 and d2 scenarios). A more interesting situation 
takes place for the second analyzed parameter (m2). As SUP-FE 2/SAA-FE 2 is used 
only during set-up of inter-operator call scenario originated in domain 1 (for location 
of destination user S-CSCF server [10]), m2 only influences E(CSD)f1. It has no impact 
on other analysed call processing performance parameters. 
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Fig. 3. Call processing performance results for intra-operator calls; 

λR1 = 50/s, m1 = λR2 /λR1, λ11 = 50/s, m2 = λ22 /λ11, other input variables are default 

Another case (Figs. 8–9) concerns normalized lengths (m1 = d2 /d1) and bandwidths  
(m2 = b2/b1) of links in domain 2. Both m1 and m2 influence mean CSD and mean 
CDD for all scenarios in which messages are sent to and received from domain 2 (all 
scenarios except b1/d1). Lengths of the links in domain 2 (m1) increase call processing 
performance parameters for f1, f2, b2 and d2 scenarios proportionally, due to distant 
dependent propagation times. For higher m1 values propagation times can be a very 
important part of mean CSD and mean CDD. It is interesting that for inter-operator 
calls more messages are exchanged in the destination user domain [10]. Therefore, 
larger values of m1 affect E(CSD)f1 and E(CDD)f1 stronger than E(CSD)f2 and 
E(CDD)f2. When it comes to link bandwidths in domain 2 (m2), they have to be large 
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enough to guarantee low message transmission times and, consequently, mean mes-
sage waiting times in communication queues. For the investigated sets of network 
parameters, 25 Mb/s (m2 = 0.5) is a minimal acceptable value of link bandwidth in 
domain 2, which do not significantly affect call processing performance parameters.   

 

 
Fig. 4. Call processing performance results for inter-operator calls; 

λ12 = 50/s, m1 = λ21/λ12, TINV_*1 = 0.5 ms, m2 = TINV_*2 /TINV_*1, other input variables are default 

Apart from the cases illustrated in Figs. 2–9, we also investigated how call pro-
cessing performance parameters are influenced by rC2, pA2 and pC2 input variables. This 
influence is very little and hard to notice visually. Therefore, no illustrations are pre-
sented. The ratio of calls involving multiple access areas to all intra-operator calls in 
domain 2 (rC2) very slightly increases the load of elements of domain 2 [10]. Conse-
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quently, it affects mean CSD and mean CDD only for f1, f2, b2 and d2 scenarios (in 
b1 and d1 scenarios elements of domain 2 are not used). The probability of transport 
resource unavailability in domain 2 (for access and core, we assume that always 
pA2 = pC2) increases the number of unsuccessful call scenarios, which involve sending 
and processing less messages than for successful scenarios (this applies to both do-
mains). As a result, the load of both domains as well as mean CSD and CDD for all 
call scenarios are decreased. 

 

 
Fig. 5. Call processing performance results for intra-operator calls; 

λ12 = 50/s, m1 = λ21/λ12, TINV_*1 = 0.5 ms, m2 = TINV_*2 /TINV_*1, other input variables are default 

All the above mentioned observations are summarized in Tabs. 1–2, which present 
relations between parameters of domain 2 and call processing performance parameters 
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of both domains. In the assumed nomenclature these relations can be “positive” (the 
output variable increases with larger values of the input variable), “negative” (the out-
put variable decreases with larger values of the input variable) or “none” (the output 
variable does not depend on the input variable). We can see that in many cases param-
eters of domain 2 increase mean Call Set-up Delay and mean Call Disengagement 
Delay for calls which are originated or terminated in this domain (f1, f2, b2 and d2 
scenarios) and do not affect E(CSD)b1/d1 and E(CDD)b1/d1. The influence of the input 
variables on mean CSD and mean CDD is generally similar for f1, f2, b2 and d2 sce-
narios. However, values of E(CSD) and E(CDD) are always smaller for intra-operator 
scenarios (b2, d2) than for inter-operator scenarios (f1, f2). 

 

 
Fig. 6. Call processing performance results for inter-operator calls; E(XA1) = E(XC1) = 10 ms, 

m1 = E(XA2)/E(XA1) = E(XC2)/E(XC1), E(Y1) = 10 ms, m2 = E(Y2)/E(Y1), other input variables are default 
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Fig. 7. Call processing performance results for intra-operator calls; E(XA1) = E(XC1) = 10 ms, 

m1 = E(XA2)/E(XA1) = E(XC2)/E(XC1), E(Y1) = 10 ms, m2 = E(Y2)/E(Y1), other input variables are default 

4. CONCLUSIONS AND FUTURE WORK 

The paper is a continuation of our research concerning an analytical traffic model 
of a multidomain IMS/NGN controlled by two network operators. The model takes 
into account an extensive set of network parameters and service scenarios (e.g. termi-
nal registration as well as intra-operator and inter-operator calls, which can be success-
ful or unsuccessful due to transport resource unavailability). The output variables of 
the model are mean Call Set-up Delay and mean Call Disengagement Delay (a subset 



Call Processing Performance in a Multidomain IMS/NGN with Asymmetric Traffic 25

of standardized call processing performance parameters) for both intra-operator and 
inter-operator calls. 
 

 

 
Fig. 8. Call processing performance results for inter-operator calls; link lengths and bandwidths in do-

main 1: d1 = 200 km, b1 = 50 Mb/s; link lengths and bandwidths in domain 2: d2, b2; 
m1 = d2 /d1, m2 = b2 /b1, other input variables are default 

In the first part of our experiments described in [10] we assumed that parameters of 
the elements and traffic levels in both IMS/NGN domains are the same (symmetric 
case). The research described in this paper is focused on the asymmetric cases in 
which value of one of the input variables in one of the domains is modified. This al-
lows assessment of relations between parameters of one domain and call processing 
performance parameters for all types of calls originated in both domains. 
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The obtained results demonstrate that the above mentioned relations depend on the 
input variable, type of call processing performance parameter (E(CSD) or E(CSD)), 
type of call (inter-operator or intra-operator) and its origination (the domain, in which 
the input variable is modified, or the other one). The details on this matter are present-
ed and explained in the paper.  

 

 
Fig. 9. Call processing performance results for intra-operator calls; link lengths and bandwidths in do-

main 1: d1 = 200 km, b1 = 50 Mb/s; link lengths and bandwidths in domain 2: d2, b2; 
m1 = d2 /d1, m2 = b2 /b1, other input variables are default 

Our future aim is to verify the described analytical model of a multidomain 
IMS/NGN using a proper simulation model, which is during development. The simu-
lation model will also allow us to perform calculations using PH/PH/1 queuing mod-
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els. These models offered good results in our previous research regarding a single 
domain of IMS/NGN [7,8], however, their application requires experimental message 
inter-arrival histograms obtained using simulations. 

Table 1. Relations between parameters of domain 2 
and call processing performance of both domains (inter-operator calls) 

Input variable 
Relation with 

E(CSD)f1 E(CDD)f1 E(CSD)f2 E(CDD)f2 
λR2 positive positive positive positive 
λ22 positive positive positive positive 
λ21 positive positive positive positive 

TINV_*2 positive positive positive positive 
E(XA2) = E(XC2) positive positive positive positive 

E(Y2) positive none none none 
d2 positive positive positive positive 
b2 negative negative negative negative 

rC2 
positive 

(almost none) 
positive 

(almost none) 
positive 

(almost none) 
positive 

(almost none) 

pA2 = pC2 
negative 

(almost none) 
negative 

(almost none) 
negative 

(almost none) 
negative 

(almost none) 

Table 2. Relations between parameters of domain 2 
and call processing performance of both domains (intra-operator calls) 

Input variable 
Relation with 

E(CSD)b1/d1 E(CDD)b1/d1 E(CSD)b2/d2 E(CDD)b2/d2 
λR2 none none positive positive 
λ22 none none positive positive 
λ21 positive positive positive positive 

TINV_*2 none none positive positive 
E(XA2) = E(XC2) none none positive positive 

E(Y2) none none none none 
d2 none none positive positive 
b2 none none negative negative 

rC2 none none 
positive 

(almost none) 
positive 

(almost none) 

pA2 = pC2 
negative 

(almost none) 
negative 

(almost none) 
negative 

(almost none) 
negative 

(almost none) 

REFERENCES 

[1] General overview of NGN, ITU-T Recommendation Y.2001, December 2004. 
[2] IP Multimedia Subsystem (IMS); Stage 2 (Release 12), 3GPP TS 23.228 v12.4.0, March 2014. 
[3] KACZMAREK S., SAC M., Traffic Model for Evaluation of Call Processing Performance Parame-

ters in IMS-based NGN, In: Information Systems Architecture and Technology: Networks Design 
and Analysis, Grzech A., et al. (Eds.), Wrocław, Oficyna Wydawnicza Politechniki Wrocławskiej, 
2012, 85–100. 



S. Kaczmarek, M. Sac 28

[4] KACZMAREK S., KASZUBA M., SAC M., Simulation model of IMS/NGN call processing per-
formance, Gdańsk University of Technology Faculty of ETI Annals, Vol. 20, 2012, 25–36. 

[5] KACZMAREK S., SAC M., Analysis of IMS/NGN call processing performance using G/G/1 queu-
ing systems approximations, Telecommunication Review and Telecommunication News (Przegląd 
Telekomunikacyjny i Wiadomości Telekomunikacyjne), No. 8–9, 2013, 702–710. 

[6] KACZMAREK S., SAC M., Approximation of Message Inter-Arrival and Inter-Departure Time 
Distributions in IMS/NGN Architecture Using Phase-Type Distributions, Journal of Telecommuni-
cations and Information Technology, No. 3, 2013, 9–18. 

[7] KACZMAREK S., SAC M., Analysis of IMS/NGN call processing performance using phase-type 
distributions, In: Information Systems Architecture and Technology: Network Architecture and Ap-
plications, Grzech A., et al. (Eds.), Wrocław, Oficyna Wydawnicza Politechniki Wrocławskiej, 
2013, 23–39. 

[8] KACZMAREK S., SAC M., Analysis of IMS/NGN Call Processing Performance Using Phase-Type 
Distributions Based on Experimental Histograms, Bulletin of the Polish Academy of Sciences: 
Technical Sciences, submitted for publication, 2014. 

[9] KACZMAREK S., SAC M., WOŁONKIEWICZ M., Call processing performance in multidomain 
IMS/NGN architecture, In: Proc. ICT Young’2013, Gdańsk, Poland, pp. 87–94, 2013. 

[10] KACZMAREK S., SAC M., Traffic model of a multidomain IMS/NGN, Telecommunication Review 
and Telecommunication News (Przegląd Telekomunikacyjny i Wiadomości Telekomunikacyjne), 
accepted for publication, 2014. 

[11] Call processing performance for voice service in hybrid IP networks, ITU-T Recommendation 
Y.1530, November 2007. 

[12] SIP-based call processing performance, ITU-T Recommendation Y.1531, November 2007. 
[13] Functional requirements and architecture of next generation networks, ITU-T Recommendation 

Y.2012, April 2010. 
[14] IMS for next generation networks, ITU-T Recommendation Y.2021, September 2006. 
[15] KACZMAREK S., SAC M., Traffic engineering aspects in IMS-based NGN networks (Zagadnienia 

inżynierii ruchu w sieciach NGN bazujących na IMS), In: Teleinformatics library, vol. 6. Internet 
2011 (Biblioteka teleinformatyczna, t. 6. Internet 2011), Bem D. J, et al. (Eds.), Wrocław, Oficyna 
Wydawnicza Politechniki Wrocławskiej, 2012, 63–115 (in Polish). 

[16] KACZMAREK S., SAC M., Traffic modeling in IMS-based NGN networks, Gdańsk University of 
Technology Faculty of ETI Annals, Vol. 1, No. 9, 2011, 457–464. 

[17] Resource and admission control functions in next generation networks, ITU-T Recommendation 
Y.2111, November 2011. 

[18] ROSENBERG J., et al., SIP: Session Initiation Protocol, IETF RFC 3261, June 2002. 
[19] CALHOUN P., et al., Diameter Base Protocol, IETF RFC 3588, September 2003. 
[20] Resource control protocol no. 1, version 3 – Protocol at the Rs interface between service control 

entities and the policy decision physical entity, ITU-T Recommendation Q.3301.1, August 2013. 
[21] PIRHADI M., SAFAVI HEMAMI S. M., KHADEMZADEH A., Resource and admission control 

architecture and QoS signaling scenarios in next generation networks, World Applied Sciences 
Journal 7 (Special Issue of Computer & IT), 2009, 87–97. 

[22] CAMARILLO G., MARSHALL W., ROSENBERG J., Integration of Resource Management and 
Session Initiation Protocol (SIP), IETF RFC 3312, October 2002. 

[23] OSOGAMI T., HARCHOL-BALTER M., Closed form solutions for mapping general distributions 
to quasi-minimal PH distributions, Performance Evaluation, Vol. 63, Iss. 6, 2006, 524–55. 

[24] BOBBIO A., HORVATH A., TELEK M., Matching three moments with minimal acyclic phase type 
distributions, Stochastic models, Vol. 21, Iss. 2–3, 2005, 303–326. 

[25] ABHAYAWARDHANA V. S., BABBAGE R., A traffic model for the IP Multimedia Subsystem 
(IMS), In: Proc. IEEE 65th Vehicular Technology Conference, VTC2007, Dublin, Ireland, 2007. 



Software Defined Networking, Floodlight 
optical transport, ROADM, network virtualization  

Marcin CZAJKOWSKI*, Artur GORCZYCA*, 
Sylwester KACZMAREK*, Krzysztof SZAŁAJDA*, 
Paweł KACZMAREK** 

THE OPTICAL TRANSPORT NETWORK CONTROL  
BASED ON SDN ARCHITECTURE 

The aim of this publication is to present research results on the usability of the Software-
Defined Networking concept to control transport networks. For this purpose, an easy-to-use con-
nection scheduler was developed capable of controlling connections in optical transport networks. 
The authors would like to present this solution and details of constructed SDN architecture im-
plemented for modern optical transport solutions based on ADVA Optical Networking’s products. 
The results of testing the implemented applications and the created SDN architecture will also be 
presented. 

1. INTRODUCTION 

Today’s expectations of telecommunication networks are simplicity (configuration 
effort comparable with operating system user maintenance) as well as high perfor-
mance. Increasingly, for economic and functional reasons solutions that integrate 
many services into a single network management application are preferred. This elim-
inates a problem of operations constraints related to different implantations of the 
same network management and control functions and enables unification of solutions. 
In some high level objectives, SDN (Software-Defined Networking) architecture at-
tempts to address these problems [1]. SDN is a concept of building telecommunication 
networks which assumes the physical separation of the control plane from the data 
plane. One of the reasons for the introduction of the separation between the planes of 
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the network was to provide an administrator abstraction layer (additional software 
overlay) which hides the technical details used in the network. 

This publication describes an adaptation of the SDN concept and OpenFlow proto-
col [2] [3] for a circuit switched network (lambda switched networks) control. Pre-
sented application “Scheduler” enables control of the physical layer of a communica-
tion network, using the OpenFlow protocol. Basic network configuration functions 
such as adding or removing connection, (mapped onto OpenFlow flow operation), are 
performed according to the schedule specified by the network administrator. 

The rest of the publication is organized as follows. The second section presents the 
SDN concept, while the third section describes the extension of the controller - appli-
cation "Scheduler" and its graphical user interface. The fourth section shows a solution 
which has been tested on a transport network realized on the basis of ADVA DWDM 
devices. The test results are presented in the fifth section, and the publication con-
cludes with a summary. 

2. SOFTWARE DEFINED NETWORKING CONCEPT 

Software-defined networking (SDN) is an approach to computer networking which 
evolved from work done at UC Berkeley and Stanford University around 2008. The 
SDN network environment is controlled by the controller (Fig. 1), providing a central-
ized view of the entire network. The presented solution was based on the Floodlight 
controller [4] - written in Java, open source project implemented with the support of 
OpenFlow protocol, version 1.0. Through the controller, network administrators can 
quickly and easily make decisions on how switches, routers will handle the traffic. 
The most commonly used protocol in SDN networks that facilitates the communica-
tion between the controller (called the Southbound API) and the switches is currently 
OpenFlow. 

One of the biggest challenges in the adaptation of SDN to the transport network 
control is the need to translate OpenFlow protocol messages (used to orchestrate 
Ethernet devices) onto existing control plane mechanisms used in the transport net-
work (e. g. GMPLS). Therefore, two new objects are introduced – the central control-
ler (PLC) that communicates with one or more abstract switches. The controller oper-
ates on an abstraction layer (implemented as a software component). In the presented 
research, control function is performed by issuing control messages to the respective 
abstract switch virtualizing transport domain using a dedicated protocol – OpenFlow. 

An SDN environment also uses open, application programming interfaces (APIs) to 
support all the services and applications running over the network. These APIs, com-
monly called Northbound APIs [4], facilitate innovation and enable efficient service 
automation. As a result, SDN enables traffic shaping and deploys services to address 
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changing business needs, without having to touch each individual switch or router in 
the forwarding plane. In Floodlight controller the NBI is realized in the form of the 
REST API – a controller-specific interface that allows the user application to com-
municate with the controller. 

 
Fig. 1. Topology of the lab network 
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3. TRANSPORT NETWORK BASED ON WDM DEVICES 

In the presented research, the transport network was based on ADVA Optical Net-
working’s FSP 3000 R7 WDM devices (Fiber Service Platform). The network was 
built with three nodes (PG1, PG2, PG3) connected in a ring topology. Each of the FSP 
3000 devices communicates with a prototype OpenFlow agent abstracting transport 
domain to provide basic control capabilities via SDN controller. 

The following chapter contains a brief description of both ADVA WDM products 
and details of the built optical transport network. 

3.1. ADVA FSP 3000 R7 DWDM DEVICE 

The ADVA FSP 3000 R7 [5] is a scalable WDM transport platform. It provides 
support for a variety of services, such as OTN, Ethernet (including 100 Gb/s), Fibre 
Channel, Infiniband and SDH. The FSP 3000 R7 provides a whole set of control and 
management plane technologies such as RayControl (GMPLS-based control plane), 
OSPF-based routing of management and control traffic, SNMP and TL1 as manage-
ment protocols. The platform allows using up to 192 wavelengths per fiber pair with 
up to 50 GHz channel spacing. The platform modularity provides easy scalability and 
flexibility. One of the types of modules is the set of different channel modules which 
expose client services from the optical network. There are three main types of channel 
modules – core, access and enterprise. Moreover, the vendor also provides modules 
essential for proper fiber-optic system operation, such as ROADM multiplexers, opti-
cal amplifiers, optical filters, dispersion compensators, optical supervisory channel 
modules and protection modules. 

The FSP 3000 R7 devices are widely used in modern high speed networks, in the 
core and access. ADVA Optical Networking also offers software for planning and 
managing networks built with FSP 3000 R7 nodes. 

3.2. ADVA OPENFLOW AGENT 

This software component provides OpenFlow switch abstraction of the optical 
transport domain. The agent was created by ADVA Optical Networking as  a result of 
research activity on the SDN concept within the OFELIA EU-funded project [6] and 
acts as an OpenFlow reference switch with all adaptations necessary for optical 
transport. Tributary ports of the optical devices are directly mapped onto the ports of 
an abstract switch. Some mechanisms, like physical topology discovery through LLDP 
packets wrapped into “ofpt_packet_in”, “ofpt_packet_out”, are not applicable due to the 
nature of optical transport domain and are hence disabled. The component provides an 
OpenFlow channel on top and vendor specific SBI towards the optical domain.  
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3.3. OPTICAL TRANSPORT NETWORK CONFIGURATION 

The transport network, as mentioned, was built with three FSP 3000 R7 nodes named 
PG1, PG2 and PG3 connected in the ring topology. Each node was pre-configured with 
six configured transponder channel modules offering different types of services at  
10 Gb/s rate (10GBE, OTU2, OTU2E, STM-64, 10GFC etc.). The modules were 
grouped into three and each connected to the one of 4-port DWDM channel splitter 
module. The output of filter is combined with optical supervisory channel (OSC) in opti-
cal supervisory channel filter (OSFM). The multiplexed signal from OSFM output is 
being sent to the others nodes via optical links (Fig. 2). The numbering of the ports 
shown in the figure below refers to the mapped virtual switch port. The ports 1 to 6 were 
assigned to PG1, the ports 7 to 12 to PG2 and, the ports 13 to 18 to PG3. 

The communication between the FPS 3000 R7 and abstract virtual switch was real-
ized by vendor specific interface. The connection has been established between NCU 
module (network element control unit) and abstract switch over internal IP network. 

 
Fig. 2. Scheme of nodes modules configuration (for PG1 node) 

4. SDN CONTROLLER EXTENSION – SCHEDULER 

The “Scheduler” application, an extension of Floodlight controller, is a result of the 
research on the SDN concept. The development of the “Scheduler” allowed an intro-
duction of connection schedule functionality into SDN architecture. This chapter in-
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troduces the details of application design and the principle of its operation. A method 
of storing configuration and functionality of “Scheduler’s” graphical interface were 
also presented. 

4.1. “SCHEDULER” STRUCTURE 

The “Scheduler” is composed of three functional blocks (Fig. 1): the core program 
written in Java, XML format configuration file and graphical web interface WebGUI 
written in PHP. 

The “Scheduler’s” core is a standalone Java program packed to the scheduler.jar 
archive (runs independently of the controller). It has access to the configuration file 
and based on this configuration (details in sections 4.2 and 4.3) communicates with 
the SDN controller to push or delete flows. Communication takes place via the Flood-
light API realized in REST technology [7]. It is an interface that allows obtaining in-
formation about state and parameters of controller and attached abstract switches. As 
two of its methods this API provides a push flow and a delete flow into the controller. 
REST API is an HTTP server listening on port 8080. The acceptable format of re-
quests and responses is JSON. 

In “Scheduler” XML and JSON support was implemented using external libraries 
jdom-1.1.3.jar [8] and javax.json-1.0.4.jar [9]. To implement HTTP protocol handling 
the Apache HttpComponents [10] libraries were used. As a part of research activity 
logging function was also implemented in “Scheduler”. Logs are stored in sched-
uler_log folder. 

The components of “Scheduler” application: executable file (scheduler.jar), con-
figuration file (scheduler.xml by default, but it can be a loaded file with any other 
name) and logs folder (scheduler_log) should be stored in the same directory. 

An additional element created for the “Scheduler” is a graphical web interface 
WebGUI. It was created for easier editing and checking program configuration. 
WebGUI is a PHP based web service running on Apache 2 server. WebGUI makes 
changes to the configuration file, according to user commands. 

4.2. PRINCIPLE OF OPERATION 

The main “Scheduler’s” task is to push flows at a specified time and delete these 
flows at another specified time. “Scheduler” is working on records from configuration 
files. Every record has three OpenFlow parameters (DPID – switch identifier, virtual 
switch input port, virtual switch output port) and four schedule parameters: start date, 
start time (exact hour and minute), end date and end time (exact hour and minute). 
There are three variants of schedule: Single flow, Everyday flow and Selected day flow. 
A similar approach was presented in [11]. 
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In Single flow variant flow is pushed on a specified start date and at a specified 
start time and is deleted on a specified end date and at a specified end time. The en-
tered end date cannot be earlier than the start date. 

In Everyday flow variant flow is pushed and deleted daily. Start and end dates de-
termine the period during which the flow will be pushed and deleted. The flow is 
pushed every day in this period at the start time and is deleted at the end time on the 
same day. In this variant, both the end date and time parameters cannot be earlier than 
the start date and start time. 

Selected days flow variant acts as Everyday flow but in Selected days flow the user 
can select days of the week in which the flow will be pushed and deleted. Operation of 
this variant is possible due to the introduction of an additional parameter that stores 
the selected days of the week. 

The mode of action above-mentioned variants is illustrated as a timeline in Fig. 3 
for the following common parameters: start date – 12 May 2014, end date – 18 May 
2014, start time – 6:00, end time - 18:00. For Selected days flow variant was chosen 
the following days: Tuesday, Saturday and Sunday. The grayed field indicates activa-
tion time of example flow. 

 
Fig. 3. Example modus operandi for: a) Single flow, b) Everyday flow, c) Selected days flow 

Any more advanced schedule configurations require more than one record in the 
configuration file. Such records are stored in the configuration file scheduler.xml, 
which can be modified via the WebGUI or directly by the user. The configuration file 
is processed in the “Scheduler” every 10 seconds. After checking the correctness of 
the file syntax and parameters format, “Scheduler” makes decisions which flow in 
configuration file should be active or not at this moment. In the next step, “Scheduler” 
query Floodlight controller about the state of processing flows. If the flow should be 
active and it isn’t pushed, “Scheduler” makes the request to the controller to push this 
flow. If the flow duration expires and it is still active in the controller, the “Scheduler” 
makes this request to delete this flow. In other cases the requests are not sent. Moreo-
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ver, records that have been ended (end date and end time passes) will be removed 
from the configuration file. 

4.3. STORAGE OF CONFIGURATION 

Schedule records are stored in XML file. Default filename of this file is sched-
uler.xml. The file structure is shown below. 

 
<?xml version=„1.0” encoding=„UTF-8”?> 
<connect> 
 <flow> 
    <date_start>20140201</date_start> 
    <date_end>20140214</date_end> 
    <hour_start>17</hour_start> 
    <minutes_start>08</minutes_start> 
    <hour_end>17</hour_end> 
    <minutes_end>15</minutes_end> 
    <when>1234567</when> 
    <DPID>00:00:00:00:00:00:00:01</DPID> 
    <name>f8e629cc4b6959de</name> 
    <port_in>1</port_in> 
    <port_out>2</port_out> 
    <delete>0</delete> 
 </flow> 
 <flow> 
    … 
 </flow> 
... 
</connect> 
 
Meaning of presented tags is as follow: 
- <connect> – XML root; 
- <date_start> – start date of record; 
- <date_end> – end date of record; 
- <hour_start> – start hour of record; 
- <minutes_start> – start minute of record; 
- <hour_end> – end hour of record; 
- <minutes_end> – end minute of record; 
- <when> – digits that describes flow activation days: 0 – Single flow variant, 1 

– Mondays, 2 – Tuesdays, and so on; 
- <DPID> – virtual switch ID; 
- <name> – unique flow ID;  
- <port_in> – flow’s input port;  
- <port_out> – flow’s output port; 
- <delete> – deleting record on demand: 1 – delete, 0 – do not delete. 
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Each of the presented tags must appear in every record. Tags content format is strictly 
defined and is validated during configuration file processing by the “Scheduler”. 

The list of attributes of the entry could be potentially extended with additional 
packets filtering policies, however packet based filtering has no applicability to 
transport technologies. 

4.4. WEBGUI – THE GRAPHICAL INTERFACE 

In order to facilitate the operations with “Scheduler” and configuration file, it was 
decided to develop a webpage graphical user interface – WebGUI (Fig. 4). This is a 
PHP-based interface running on Apache 2 HTTP server. 

WebGUI functions include adding record to schedule in all three variants, deleting 
records on user demand, records listing and preview log files. The interface also has a  
“Scheduler” run indicator. 

 
Fig. 4. WebGUI layout 

5. RESULTS OF TESTS 

During the implementation phase and after its completion a number of tests were 
performed. The aim was to find all potential  application errors. The tests were divided 
into two main stages: WebGUI and application tests. 
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5.1. WEBGUI TESTS 

The tests verified all the functions of the WebGUI:  adding flow (enter of: date 
start, date end, select days, time start, time end, DPID, port in and point out),  delete 
flow, show flows ( list of all flows in the configuration file), show logs (list of all ap-
plication logs which is information about creating and deleting flows; there is infor-
mation about errors of flows parameters too). 

All these function are prior to approval check, that all information entered are 
proper before creating flow. If the data is incorrect WebGUI prevents the creation of a 
flow. 

The tests showed a proper WebGUI reaction on the correct and false data input. 
For the correct data WebGUI carries out the users command. Set incorrect data or 
incorrect use WebGUI resulted in an error message and inability to approve changes 
for incorrect data. 

5.2. APPLICATION TESTS 

The application has been tested in a circuit switched network (lambda switched 
network). The network worked in a ring topology (Fig. 1). 

At the start, the application checks the correctness of the input data and the structure 
of the configuration file. If the configuration file is correct, it is loaded into the applica-
tion. Then it checks the status of the current connections and in the next step adds new 
flows. For the tests, multiple flows between the various ports of the abstract switch were 
introduced. They resulted in multiple services between different tributary ports of the 
optical nodes in the circuit switched network. The network behaved properly.  

5.3. SUMMARY OF TESTS RESULTS 

Tests confirmed the correct operation of the application and the WebGUI. Only 
proper connections with correct data input were created in the network. Creating a 
false connection was impossible. The application provided proper control of a circuit 
switched network. 

6. SUMMARY 

Open Networking Foundation contributes to improving and popularizing the con-
ception of SDN and OpenFlow protocol. The publication presents implementation of a 
network control application using the OpenFlow protocol. It proved the applicability 
of control of the transport network in accordance with the SDN concept. The abstrac-
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tion layer enables centralized control of any number of networks in which it is possi-
ble to implement OpenFlow protocol. The designed application uses the scheduled 
flows for the creation of services in the transport network. In order to eliminate errors 
of network administrators, the application and user interface has been equipped with 
an input validation control, in order to eliminate the creation of false flows. 

The research was an adaptation attempt of the SDN conception to a circuit 
switched network control. The developed application and presented tests showed that 
SDN conception provides control simplicity and hides huge amounts of information 
about transport resources in the network, which may be important for carrier class 
solutions. On the other hand, this simplicity may be desired by some well-scoped data 
center oriented use cases  

The presented solution was also tested on a virtual transport network based on 
Mininet simulator [12]. 
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POINT-TO-POINT BLOCKING IN SWITCHING NETWORKS 
WITH OVERFLOW LINKS SERVICING  

SELECTED TRAFFIC CLASSES 

In the chapter, a new method of the point-to-point blocking probability calculation in multiservice 
switching networks with overflow links has been presented. The proposed method is an extension of 
the PPBMT (Point-to-Point Blocking for Multichannel Traffic) method which is used for point-to-
point blocking probability calculation in multiservice switching networks without overflow links. The 
proposed method belongs to the class of methods known as the effective availability methods. In the 
chapter, a method of the effective availability calculation for 3-stage Clos switching networks has 
been proposed. Special attention is paid to the method for determining the model of overflow link. 
The results of the analytical calculations are compared with the data of the discrete events simulations 
of the switching networks with chosen structures. 

1. INTRODUCTION 

Modern telecommunications and computer networks are designed in such a way as 
to accommodate traffic composed of a number of classes with differentiated demands 
and perform service appropriately. Call classes corresponding to real-time services, 
such as Voice over IP (VoIP) [1] and Dynamic Voice over IP (DVoIP) [2], are 
becoming steadily more and more important. For the proper execution of real-time 
services the network should satisfy the requirements of appropriate Quality of Service 
(QoS) parameters primarily related to acceptable delay. Even slight delays in 

 ________  
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transmission can have detrimental effect on the performance of the network and result 
in disruption in transmission perceivable for the end user.  

The fundamental network devices responsible for the speed and quality of 
transmission are switching devices that are arranged in nodes, e.g. routers or switches. 
The main element in these devices that is responsible for the quality of switching is 
the switching network. There exist three basic methods for decreasing the internal 
blocking probability in switching networks [4]: rearrangement and repacking [5] as 
well as the application of overflow links [6]. Though rearrangement and repacking do 
not require any interference into the physical structure of the network, they 
significantly overload the controlling device, which in consequence prolongs the time 
needed for a connection to be set up. The application of overflow links, though 
requires interference into the network structure (introduction of additional inputs and 
outputs to switches), has no influence on the load of the controlling device. Their 
introduction is followed by a multiple decrease in blocking probability, both in single-
service switching network [6] and multi-service switching network [7, 8, 9, 10].  

The basis for modelling of switching networks with overflow links is provided by 
the so-called effective availability methods that were originally developed to analyze 
single-service networks [11–13]. Later, these methods were applied to modelling 
multi-service networks. Then, on the basis of the effective availability method, models 
of switching networks with overflow links have been also developed [8, 9, 10, 14–16]. 
The first analytical models assumed infinite capacity of overflow links. Such an 
approach made it possible to significantly simplify the algorithm for modeling 
switching networks with overflow links. The next stage of the study involved  
a development of a method that allowed the point-to-point blocking probability in  
a network with required capacity of overflow links to be determined [9]. Additionally, 
a model that allows us to determine the point-to-group blocking probability in the 
switching network with overflow links to which selected traffic classes are directed 
has been developed [10]. Switching networks with the point-to-point selection and 
overflow links with finite capacity have not been analyzed yet. This article presents an 
analytical model of the network with point-to-point selection and overflow links with 
some predefined capacity that services selected classes of call. 

The chapter is structured as follows. Section 2 presents the structure of a three-
stage multi-service Clos network with a system of overflow links for selected classes 
of call. Section 3 provides a description of the Point-to-Point Blocking for 
Multichannel Traffic (PPBMT) method for modeling multi-service networks without 
overflow links. Section 4 presents an analytical model of a network with overflow 
links that operates within the point-to-point selection mode. This model allows the 
capacity of overflow links to be determined and characteristics of traffic streams 
directed to these links to be designated. Section 5 provides a comparison of the 
analytical results with the results obtained during the simulation experiments for some 
selected structures of switching networks with overflow links. Section 6 sums up the 
results of the study presented in the article. 
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2. MULTI-SERVICE SWITCHING NETWORK WITH OVERFLOW LINKS 

 

Fig. 1. The structure of the 3-stage switching network with overflow links  

Our research object is a Clos switching network composed of symmetrical switches 
n x n in each of the stages. The outputs of the switches of the last stage are grouped 
into directions according to the numbering of outputs of each of the switches, i.e. all 
outputs with the index i create the outgoing direction of the switching network. The 
assumption is that the capacity of all the links in the network, input, output and inter-
stage links, is f Basic Bandwith Units (BBU) [17]. The switching network can operate 
in either point-to-point selection or point-to-group mode. In the point-to-group mode 
the controlling device attempts to set up a connection between a given input of the 
input switch and any (randomly selected) output of a given direction. In the point-to-
point selection mode the controlling device attempts to set up a connection between  
a given input of the input switch and the selected output in a given direction. If there is 
no connection path between the required input and the selected output of the switching 
network, then the call is rejected due to internal blocking. If all outputs of a given 
direction are occupied, then the call is lost due to external blocking. 

Subsequently, let us consider a switching network with overflow links. Overflow 
links have been introduced to the first stage of the network. This means that switches 
with one additional output and input are used in the first stage. The additional output 
of each of the switches of the first stage is connected to the additional input of the next 
switch, while the additional output of the last switch of the first stage is connected 
with the additional input of the first switch in the first stage. Simulation studies have 
proved that such a structure of the overflow system is most favorable (optimum) as 
compared to other structures that use overflow links in the first stage and next stages 
[8]. This means that in the case of a required load of the switching network, the 
decrease in internal blocking in the presented configuration of overflow links is the 
highest. The model under scrutiny also assumes any capacity of the overflow links and 
that this capacity can be different from the capacity of the remaining links of the 
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network. The algorithm for setting up connections in the network with overflow links 
is as follows: first the control algorithm checks if there is a possibility of setting up a 
connection without the application of overflow links between the required, free input 
and the output. If there is not at least one free connecting path available (internal 
blocking), the algorithm checks whether the overflow link is free for a call of a given 
class. If so, the control algorithm attempts to set up a connection using a neighboring 
switch of the first stage. In the case where this connection cannot be set up from the 
neighboring switch of the first stage to a given (required) output, the call is rejected 
due to internal blocking. In design, the use of overflow links in the proposed algorithm 
for setting up connections is purposefully restricted to just one link. The simulation 
study has shown that an increase in the number of overflow links in setting up one call 
does not lead to any substantial decrease in the internal blocking probability [7]. 

3. MODEL OF THE NETWORK WITHOUT OVERFLOW LINKS 
– THE PPBMT METHOD 

The PPBMT method (Point-to-Point Blocking for Multichannel Traffic) [18] has 
been developed for the purpose of analytical determination of the blocking probability 
in the multi-service switching network operating in the point-to-point selection mode. 
The basic assumption for the PPBMT method is the assumption adopted in [19] viz. 
that the point-to-point blocking probability in n-stage switching network is the same as 
the point-to-group blocking probability in (n–1) stage switching network. In the 
PPBMT method the model of the studied n-stage network is reduced in its essence to 
the (n-1)- stage network in which all inter-stage links that lead to one switch of n-stage 
are treated as a direction.  

The point-to-point internal blocking probability for calls of class i in a 3-stage 
switching network will be then exactly the same as the point-to-group blocking 
probability in a 2-stage network. Therefore, in line with the PPBMT method, we can 
write: 

௧ሺ݅ሻܧ  ൌ ∑ ܲሺ݅, 1ሻ⋀ݏ ቂቀݒ െ ሺ݅ሻ݀ݏ ቁ / ቀ ሺ݅ሻቁቃ௩ିௗሺሻ௦ୀ݀ݒ ,  (1) 

where: ܧሺ݅ሻ – internal point-to-point blocking probability for calls of class i, 
V – capacity of a given direction (the number of links leading to one switch 

of the third stage), ܲሺ݅,  ,– distribution of available links in a switch	1ሻ⋀ݏ
d(i) – effective availability of the 2-stage switching network for calls of class i. 
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The distribution ܲሺ݅,  determines probability of an event in witch s incoming	1ሻ⋀ݏ
links, and at the same time at least one outgoing link of a given switch, are available 
for a class i call. Distribution of available links in the last stage switch of the 2-stage 
network is approximated by the distribution of free links in the so-called limited 
availability group (LAG [20]): 
 

 ܲሺ݅, ݏ ∧ 1ሻ ൌ ∑ ሺ,௦|௫ሻሾଵିሺ,|௫ሻሿሾೇషೣሿೇೇೣసబଵି∑ ൣ∑ ሺ,|௫ሻሺ,|௫ሻሾೇషೣሿೇೣసబ ೇ൧ೖసబ ,  (2) 

 
where ሾ ܲሿ is the distribution of the occupancy in LAG, whereas P(i,s|x) is the 
conditional distribution of available output links, determined with the assumption that 
x BBUs in LAG are free: 
 

 ܲሺ݅, ሻݔ|ݏ ൌ ቀ௩௦ቁ∑ ிሺ௪,௦,,௧ሻிሺ௫ି௪,௩ି௦,,௧ିଵ.ሻΨೢసೞ ிሺ௩,௦,,ሻ ,  (3) 

 
The limited availability group is a system composed of v separated links, each 

having the same capacity equal to f BBUs. The assumption is that a call of a given 
class can be serviced only when LAG has at least one link that can service this call. As 
a consequence, a given call cannot be shared between resources of several links. The 
LAG model precisely maps the method for servicing calls by a given direction in the 
real switching network. Distribution of occupied links in LAG can be approximated 
by the following recurrent formula: 
 
 ݊ሾ ܲሿ ൌ ∑ ݐܣ  ሺ݊ െ ሻሾݐ ܲି௧ሿெୀଵ ,   (4) 

where: ܣ    – traffic intensity of class i offered to a given direction, ݐ – the number of BBUs required to set up a connection of class i, 
M – the number of traffic classes of multi-service traffic offered in LAG, 
V – capacity LAG expressed in BBU, i.e. V = vf ߞሺ݊ሻ – conditional transition probability between states n and (݊   ) for a callݐ

stream of class i,  ሾ ܲሿ – occupancy probability of n BBU in LAG. 
 

The conditional transition probability )(ni  is defined by the ratio between favorable 

arrangements of free resources in a given system that make service of a call of class i 
possible and all possible arrangements of free resources: 

 ߫ሺ݊ሻ ൌ ிሺି,௩,,ሻିிሺି,௩,௧ିଵ,ሻிሺି,௩,,ሻ ,  (5) 
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where F(x,v,f,z) is the number of arrangements of x free BBUs in LAG, i.e. in v links 
with the capacity f BBUs each. The accompanying assumption is that in each link 
there are z free BBUs. The parameter F(x, v, f, z) can be determined in  
a combinatorial way using the following formula:  
 

,ݔሺܨ  ,ݒ ݂, ሻݖ ൌ ∑ ሺെ1ሻ ቀ݅ݒቁ ቀݔ െ ݖሺݒ െ 1ሻ െ 1 െ ݅ሺ݂ െ ݖ  1ሻݒ െ 1 ቁቔ ೣషೡషశభቕୀ .  (6) 

The external blocking probability ܧ௫௧ሺ݅ሻ in the switching network occurs when all 
links of the output direction are busy. Thus: 
 
௫௧ሺ݅ሻܧ  ൌ ∑ ሾ ܲሿୀ௩ሺି௧ାଵሻ ሼ1 െ  ሺ݊ሻሽ.    (7)ߞ

 
The total blocking probability ܧሺ݅ሻ in the PPBMT method is determined by the 
formula: 

 
ሺ݅ሻܧ  ൌ ௫௧ሺ݅ሻܧ  ௧ሺ݅ሻሾ1ܧ െ  ௫௧ሺ݅ሻሿ.                              (8)ܧ

 
In order to estimate the internal blocking probability on the basis of (1) it is 

necessary to define the effective availability parameter for each traffic class offered in 
the switching network. In a given state of a blocking network, only part of output links 
is available for a given call. Effective availability is defined as the average value of 
available output links for a given input switch in the switching network. The effective 
availability parameter is determined on the basis of the so-called equivalent network 
[18]. The equivalent network for calls of class i is a single-service network with 
identical topological structure as that of the multi-service network. The assumption is 
that the capacity of each of the links of the equivalent network is equal to 1 BBU. 
Another assumption is that load of a single link in the equivalent network is equal to 
the blocking probability for calls of class i in a link of the real switching network. The 
load of the link in the equivalent network is called the fictitious load. Effective 
availability for a three-stage network in the point-to-point selection mode is equal to 
the effective availability of a two-stage network in the point-to-group selection mode 
and can be expressed by the formula [18, 26]: 
 ݀ሺ݅ሻ ൌ ሾ1 െ ݒሺ݅ሻሿߨ   ሺ݅ሻܾሺ݅ሻ,                                (9)ߨ
 
where: 

)(ide  – effective availability for calls of class i in 2-stage equivalent network, 

)(i  – probability of direct non-availability for calls of class i, 
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v    – the number of links in a given direction of the equivalent network  
      (the number of links that lead to one switch of the third stage – Fig. 1) 

b(i) – fictitious load of the inter-stage link in the equivalent network. 
The fictitious load parameter for the inter-stage link for calls of class i in the 
equivalent network is equal, according to the adopted definition of the equivalent 
network, to the blocking probability for calls of class i in one inter-stage link of the 
real network. This parameter can be determined on the basis of the Kaufman–Roberts 
distribution [22, 23]: 
 
 ݊ሾ ܲሿ ൌ ∑ ܽݐሾ ܲି௧ሿெୀଵ ,  (10) 

 
 ܾሺ݅ሻ ൌ ∑ ܲሾ݊ሿୀି௧ାଵ ,  (11) 

 
where ai is traffic offered to one (single) link of the multi-service network. In the 
considered 3-stage Clos switching network (Fig. 1), full symmetry of traffic is 
assumed. This means that traffic offered to each of the input switches is identical. In 
the network under scrutiny, the number of inter-stage links between successive stages 
is ݒଶ. Hence, traffic offered to one (a single) inter-stage link is equal to: 
 

 ܽ ൌ ௩௩మ ൌ ௩ ,  (12) 

 
The probability of direct non-availability for a given traffic class can be interpreted as 
the blocking probability for all possible connecting paths between switches of external 
stages in the equivalent network. This parameter is determined on the basis of the 
analysis of the probability graph using the Lee method [24, 25]. 
 

 
Rys. 2. Graph of the network without overflow links (a), with overflow links (b) 

 
In the case of the PPBMT method, while considering a 3-stage multi-service 

network, we have to create an equivalent network for a 2-stage network. The 
probability graph of such a network is presented in Fig. 2a. Eventually, on the basis of 
the Lee method, the probability of direct non-availability in the two-stage network will 
be equal to: 

ሺ݅ሻߨ  ൌ ܾሺ݅ሻ.  (13) 
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At this point, on the basis of (9)–(13), it is possible to determine the effective 
availability in the switching network without overflow links, and then, on the basis of 
Formulas (1,7,8), the internal, external and total blocking probabilities can be 
determined. 

4. MODEL OF A NETWORK WITH OVERFLOW LINKS 
– A MODIFIED PPBMT METHOD 

The introduction of overflow links changes the structure of the multi-service 
switching network and its corresponding equivalent network. Traffic that would be 
rejected in the network without overflow links due to internal blocking is directed to 
overflow links. Thus changed structure of the switching network leads to a change in 
the probability graph, in which edges that correspond to overflow links appear. The 
fictitious load of such an edge in the equivalent network is equal, on the basis of the 
adopted definition, to the blocking probability of calls of a given class in a real 
overflow link of the multi-service network. Because traffic offered to overflow links 
has a peaked traffic pattern, then in order to determine the blocking probability for  a 
given class of calls (the fictitious load of the edge of the probability graph that 
corresponds to the overflow link), it is necessary to develop an appropriate model of 
the overflow link. 

4.1. MODEL OF THE OVERFLOW LINK 

In the considered network model we assume the total symmetry of traffic. We can 
then assume that the value of traffic of class i offered to one direction of the two-stage 
multiservice network (Fig. 1) is ܣ, whereas the value of traffic of class i offered to all 
directions in the network is ܣݒ. Knowing that traffic in overflow links results from 
the internal blocking of the network without overflow link, the average value of 
overflow traffic offered to one overflow link can be determined on the basis of the 
following formula: 
 
 ܴ ൌ ݒ ௩ ௧ܧ ሺ݅ሻ ൌ ௧ܧܣ ሺ݅ሻ,  (14) 

 
where ܧ௧ ሺ݅ሻ is the internal blocking probability of calls of class i in the switching 
network without overflow links. To analyze the overflow link we can use Hayward’s 
model [30]. According to this model, first the average value and the overflow traffic 
variance are determined. The average value is defined by Formula (14). We can 
assume that traffic of class i overflows to overflow links from a fictitious group V* 
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[27] that services exclusively traffic of this particular class. The parameter ܸ ∗ is 
determined with the assumption that traffic of class i that overflows to an overflow 
link has the same average value and variance as traffic of class i blocked by internal 
blocking in the switching network without overflow links: 
 
ሻܣ∗ሺܧ  ൌ ௧ܧ ሺ݅ሻ,  (15) 

 
where ܧ∗ሺܣሻ is the blocking probability in the full-availability group with the 

capacity ܸ ∗ and offered traffic ܣ	(Erlang model [28]). Having determined the 
capacity of the fictitious group ܸ ∗, it is possible to determine, on the basis of Riordan 
formulas, the variance of overflow traffic of class i [29], [30]: 
 

ଶߪ  ൌ ܴ  ∗ାଵିାோ  1 െ ܴ൨,                     (16) 

 
The peakedness factor Z is defined by the formula: 
 ܼ ൌ  ଶ/ܴ. (17)ߪ
 
The parameters (ܴ, ܼ) are the basis for the evaluation of the blocking probability for 
calls of class i in the overflow link. This probability is determined on the basis of the 
generalized Hayward method [31]. In this method, first the so-called aggregated 
degeneration coefficient Z is to be determined. This coefficient is a weighted sum of 
degeneration coefficients for individual classes in which weights are directly 
proportional to the participation of traffic of a given class in multi-service traffic:  
 

 ܼ ൌ ∑ ܼ ோ௧∑ ோೕ௧ೕಾೕసభெୀଵ ,   (18) 

 
To determine the blocking probability in an overflow link, the generalization of 
Hayward’s formula for the link servicing overflow multi-service traffic is used: 
 

 ݊ሾ ܲሿబ/ ൌ ∑ ோெୀଵ ሾݐ ܲି௧ሿబ/,                (19) 

 
ሺ݅ሻ  ൌ ∑ ܲሾ݊ሿబ/బ/ୀቀబೋ ቁି௧ାଵ .                    (20) 

 
where ݂ is the capacity of the overflow link and p(i) is the blocking probability of 
calls of class i in the overflow link. 
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4.2. AVAILABILITY IN THE NETWORK WITH OVERFLOW LINKS 

The  parameter, i.e. the probability of the direct non-availability for calls of 
class i in the network with overflow link, is determined on the basis of the probability 
graph shown in Fig. 2b. Therefore, we can write: 
 
 .  (21) 
 
At this point, on the basis of (9) we are in position to determine the effective 
availability parameter in the switching network with overflow links, and then the 
internal blocking probability (Formula (1)), external blocking probability (Formula 
(2)) and the total blocking probability (Formula (3)).  

5. A STUDY OF MULTI-SERVICE POINT-TO-POINT SWITCHING NETWORKS 
WITH OVERFLOW LINKS 

Since the proposed model of the switching network is an approximated model, in 
order to examine its accuracy the results of the analytical calculations for blocking 
probabilities in the network with overflow links were compared with the results of the 
simulation experiments. A specially-designed software developed by the authors 
makes it possible to perform analytical calculations and simulation experiments for 
different structural parameters of the network and different parameters of the offered 
mixture of traffic.  

A three-stage network with overflow Clos links that were composed of 5 × 5 
switches in the first stage and 4 x 4 in the second and third stages was selected for the 
study. Input, output, inter-stage and overflow links had the same capacity equal to 30 
BBU. The network operated in the point-to-point selection mode. Offered traffic was 
composed of 3 classes of Erlang calls that demanded respectively 1, 2 and 6 BBUs to 
set up a connection. The assumption was that the proportion of offered traffic was 
1:1:1.  

Figure 3 shows the analytical results of the internal point-to-point blocking 
probability in the studied switching network with and without overflow links for three 
classes of calls. The graphs indicate that introduction of overflow links in the 
switching network leads to the significant decrease in the internal blocking probability 
for particular traffic classes. This decrease can even reach one order of magnitude. 
Figure 4 shows the analytical and simulation results for the internal point-to-point 
blocking probability in the studied switching network for three classes of calls. We 
assumed in the considered scenario that all the three classes of calls could make use of 
overflow links. Figure 5 presents the results for the scenario in which only one class of 
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calls (class 1) can be serviced by overflow links. Comparing Figure 4 and 5 it can be 
stated that the scenario with one class of calls serviced by overflow links leads to 
significant decrease in the internal blocking probability of this class of calls. 
Simultaneously, the blocking probability of others classes, that are not serviced by 
overflow links, increases. 

 

 
 

Fig. 3. Internal blocking in 3-stage network with and without overflow links  
 
 
 

   

Fig. 4. Internal blocking in 3-stage network with overflow links for three classes  
 

To ensure high credibility of presented results each result of the simulation 
experiment amounts to 10 series, 100,000 calls each. The obtained results take into 
account 99% confidence interval calculated on the basis of the Student distribution. 
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Fig. 5. Internal blocking in 3-stage network with overflow links limited to the first class 

6. CONCLUSIONS 

This article presents a modification of the PPBMT method that allows blocking in 
multiservice Clos networks with overflow links to be evaluated. This method includes 
Hayward’s model that allows characteristics of overflow links to be investigated. The 
model presented in the article makes it also possible to evaluate traffic parameters of the 
network in the case where traffic directed to overflow links to selected call classes is 
restricted. The results of the simulation study indicate high accuracy of the proposed 
method.  

The study carried out by the authors indicate the relevance and applicability of 
overflow links in the switching network that operates in the point-to-point selection 
mode. The presented results also show that a restriction of overflow links to traffic of 
a given class leads to the maximum decrease in the internal blocking probability for 
this call class. It should be pointed out at this point, however, that such a solution has 
an adverse effect on internal blocking probabilities for traffic of other call classes. 
Nonetheless, in considerations of services in real time this approach can be justified 
and effective though and can eventually lead to significant improvements in the 
operation of the network as perceived by the end user for whom a possible slight 
deterioration of the service in other traffic classes will hardly be noticeable. 
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QUALITY OF OPTICAL CONNECTIONS 
IN THE MBA(N, e, 2) SWITCHING NETWORKS 

In this article, it is described how to calculate the first-, the second-, and the third-order crosstalk 
stage-by-stage in a new MBA(N, e, 2) switching fabric. All results for this network are compared with 
a typical baseline (one of the best known from the topic of this subject) and Beneš switching net-
works. The new architecture gives in many cases better optical signal-to-crosstalk ratio than other 
ones. What is more, it is also described how the optical signal, representing some connection in the 
switching network, goes through a whole structure – what kind and what number of passive and ac-
tive optical elements are used. These numbers are compared also with results given by typical switch-
ing networks of the same capacity and functionality. The MBA(N, e, 2) fabric has, in many cases, 
fewer number of such elements what allows to decrease a cost of the whole architecture. 

1. INTRODUCTION 

In the switching theory, besides Clos architecture [1], very often banyan switching 
network [2] is used. The banyan network is also called baseline switching network. It 
is because both, banyan and baseline networks, are topologically equivalent to each 
other [3]. Another name for the baseline structure also used in a subject of switching 
theory is the logଶ ܰ switching network [4], where ܰ denotes the capacity of such an 
architecture. The capacity of switching network corresponds strictly to the number of 
inputs and outputs in such a structure. 

The logଶ ܰ switching network is build from symmetrical optical switching ele-
ments of size 2 ൈ 2. In general, optical switching element can has size ݀ ൈ ݀. Then, 
this structure is called the logௗ ܰ switching network [5]. Such an architecture was 

 __________  
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later extended to another switching network of different functionalities [6], [7], and 
[8]. More architectures were described in details in [3], [9], and [10]. 

The optical switching fabric build from asymmetrical and symmetrical optical 
switching elements was proposed in [11], [12], and it is called the logଶ ܰ െ 1 switch-
ing network. This structure constitutes a particular case of the MBA(N, e, 2) switching 
fabric [13]. These two structures constitutes better alternative (cheaper solution, where 
the cost is a metric of comparison different structures) for almost all range of capacity 
of the switching fabric than the baseline architecture of the same functionality and 
capacity. Detailed description how the logଶ ܰ െ 1 and the MBA(N, e, 2) networks are 
build and how to extend them to structures of greater capacities are included in [11], 
[12], and [13], respectively. A simple example of MBA(14, 4, 2) switching fabric is 
shown in Figure 1. 

 

 
Fig. 1. The MBA(14, 4, 2) optical switching fabric 

To compare different structures very often the cost of the switching fabrics is used. 
As a cost it could be used the number of optical switching elements. However, to be 
more accurate, the number of passive and active optical elements, from the optical 
switching elements are build, are used to exact a cost of the whole switching fabric. 
Because different structures are build from different numbers of these elements, this 
architecture, which is build from fewer number of such elements, is cheaper/better 
solution. 

As a passive optical elements there are used splitters (Ss) and combiners (Cs) at the 
input and at the output side of the optical switching element, respectively. In turn, as 
an active optical elements the semiconductor optical amplifiers (SOAs) [14], [15] are 
used. In Figure 2(a) and Figure 2(b) optical switching elements of size 2 ൈ 2 and 3 ൈ 3 are shown, respectively. The first one is build from 4 SOAs, 2 optical splitters 
of size 1 ൈ 2, and 2 optical combiners of size 2 ൈ 1. The second one is build from 9 
SOAs, 9 splitters of size 1 ൈ 2, and 9 combiners of size 2 ൈ 1. It should be noted that 
three splitters and three combiners in Figure 2(b) are not fully connected to SOAs – 
there used only one output and one input, respectively, and the second one is free. In 
Figure 2 splitters are denoted as red triangles directed in the left side (they are placed 
at the input side of the optical switching element), combiners are denoted as red trian-
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gles directed in the right side (they are placed at the output side of the optical switch-
ing element), and semiconductor optical amplifiers are denoted as green rectangles. 

The new MBA(N, e, 2) structure, described in details in [13], is very competitive to 
the baseline network. Therefore, the goal of this paper is to check what kind of quality 
is offered for connections in the new switching fabric and how they looks in compari-
son to the baseline ones. 

This paper is organized as follows. In section 2 the architecture is described. In the 
next section quality of connection is defined and calculated for both the baseline and 
the MBA(N, e, 2) switching fabrics. In this section comparison of these networks is 
also given. In the last section conclusions are given. 

 

        
                              (a)                                                                                   (b) 

Fig. 2. The optical switching element of size: (a) 2 ൈ 2, (b) 3 ൈ 3 

2. ARCHITECTURE OF THE SWITCHING FABRIC 

The optical network can be build using different technology. In this article each ar-
chitecture is build using SOAs, however, each of them can be produced in another 
technology. What is important here is: the combinatorial properties, the number of 
optical elements which are used to build some architecture, and the number of such 
elements through which the optical signal goes. Decreasing the number of optical ele-
ments for the same capacity and leaving the same functionality allows to achieve 
cheaper solution. In turn, decreasing the number of optical elements (passive or active) 
through which the optical signal goes allows to increase the quality of this signal when 
it appears at the output of the switching network. It should be noted, that using this 
same technology in different architectures allows to compare them between each other 
and it also allows to put a main focus on the structure itself. 

The strength of switching fabric build from SOAs is such an active elements have a 
quite good bandwidth [14], [15]. Each SOA can be tuned up separately to compensate 
all losses which occurs in one optical switching element (OSE). Such losses can came 
strictly from SOA and also from the passive element – splitter in this case which di-
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vide optical power of the useful signal. Thanks to SOAs all optical signals occurred at 
the output of the optical switching element have the same optical power. 

Different switching structures are build from different number of OSEs. These 
OSEs are connected together and the proper switching network is then created. Optical 
switching elements, used to achieve some switching fabric, can be identical – all have 
the same capacity and they are symmetrical. OSEs can have also different sizes and 
capacities and they can be asymmetrical and symmetrical, too. Thus, some structures 
are cheaper another are more expensive, where as a cost the number of passive and 
active optical elements is used. More information about cost and comparison of differ-
ent structures between each other can be found in [12] and [13]. 

3. QUALITY OF CONNECTIONS 

When some signal appears at input side of the switching fabric it means that some 
optical signal appears in OSE in the first stage. This signal has optical power ܲ. 
When optical signal leaves OSE the optical power is then ܲ௨௧. Regarding to the pre-
vious section, optical signal is amplified inside OSE by SOA and then ܲ௨௧ ൎ ܲ. 
This is true for the useful optical signal. 

To be a little bit more precisely, it can be said that each SOA works like a typical 
ON-OFF switch. When this switch is ON, the optical signal goes through it (this signal 
is in fact amplified), when it is in OFF state, the optical signal does not go through this 
switch (it is attenuated very strong). However, the attenuation in not perfect and some 
part of the optical signal goes through such a switch. Such a signal is then regarded as 
not useful optical signal or just simpler as a noise. Therefore, it could be said that opti-
cal signal has then power ܲ௦ ൌ ݉ ܲ, where ݉ ൌ 0.01 means interstice between ܲ and ܲ௦ (it is true only for one connection established in range of one OSE). To 
measure useful signal and noise the optical signal-to-crosstalk ratio (OSXR) is used 
[12], [16], [17], and [18]. The general expression for OSXR is as follows: 

 

 ܱܴܵܺሺ݇ݎݓݐ݁݊_݂_݁ݕݐሻ ൌ 10 logଵ ೠೞ ሾ݀ܤሿ. (1) 

 
Because ܲ௨௧ ൎ ܲ and ܲ௦ ൌ ݉ ܲ then equation (1) can be modified to the fol-
lowing one: 

 

 ܱܴܵܺሺ݇ݎݓݐ݁݊_݂_݁ݕݐሻ ൌ 10 logଵ  ൌ 10 logଵ ଵ ൌ ܺ ሾ݀ܤሿ. (2) 

 
Applying ݉ ൌ 0.01 to equation (2) it gives ܺ ൌ  .ܤ݀	20
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Table 1. Stage-by-stage crosstalk in the log28 optical switching network 

OSE Output After stage s1 After stage s2 After stage s3 

1 
1 P1 + mP2 P1 + m(P2+P3) + m2P4 P1 + m(P2+P3+P5) + m2(P4+P6+P7) + m3P8 
2 P2 + mP1 P3 + m(P1+P4) + m2P2 P5 + m(P1+P6+P7) + m2(P2+P3+P8) + m3P4 

2 
1 P3 + mP4 P5 + m(P6+P7) + m2P8 P3 + m(P1+P4+P7) + m2(P2+P5+P8) + m3P6 
2 P4 + mP3 P7 + m(P5+P8) + m2P6 P7 + m(P3+P5+P8) + m2(P1+P4+P6) + m3P2 

3 
1 P5 + mP6 P2 + m(P1+P4) + m2P3 P2 + m(P1+P4+P6) + m2(P3+P5+P8) + m3P7 
2 P6 + mP5 P4 + m(P2+P3) + m2P1 P6 + m(P2+P5+P8) + m2(P1+P4+P7) + m3P3 

4 
1 P7 + mP8 P6 + m(P5+P8) + m2P7 P4 + m(P2+P3+P8) + m2(P1+P6+P7) + m3P5 
2 P8 + mP7 P8 + m(P6+P7) + m2P5 P8 + m(P4+P6+P7) + m2(P2+P3+P5) + m3P1 

 
In case when there are more connections set up in one optical switching element 

the noise generated by them influences to other connections. The worst case for the 
baseline switching network of capacity ܰ ൌ 8 (build from OSEs of size 2 ൈ 2) is pre-
sented in Table 1. As a worst case it should be understand the maximal number of 
possible set up connections in one OSE for each section ݏ, where ݆ ൌ 1, 2, … , ݊, and ݊ ൌ logௗ ܰ denotes the number of sections in the baseline network. More information 
about baseline network can be found in [4], and [5]. Therefore, for mentioned log28 
structure, there are set up following connections: 〈1, 1〉, 〈2, 5〉, 〈3, 3〉, 〈4, 7〉, 〈5, 2〉, 〈6, 6〉, 〈7, 4〉, and 〈8, 8〉. Of course, there is possibility of different set of connections, 
however, the number of such connections will be exactly the same as in the mentioned 
set of established connections. In turn, in Table 2 it is presented the worst case for the 
MBA(14, 4, 2) switching fabric for the following set of connections: 〈1, 1〉, 〈2, 5〉, 〈3, 8〉, 〈4, 11〉, 〈5, 2〉, 〈6, 6〉, 〈7, 12〉, 〈8, 3〉, 〈9, 9〉, 〈10, 13〉, 〈11, 4〉, 〈12, 7〉, 〈13, 10〉, 
and 〈14, 14〉. For both examples presented in Table 1 and Table 2 the ଵܲ denotes the 
power of optical signal from input 1, ଶܲ denotes the power of optical signal from input 
2, ଷܲ denotes the power of optical signal from input 3, and so on. 

Generalizing and assuming that the power of the optical signal at any input of the 
log216 switching network is ூܲ, the power of the optical signal at any output of this 
structure is equal to: 

 
 ைܲ ൌ ூܲሺ1  4݉  6݉ଶ  4݉ଷ  ݉ସሻ.   (3) 
 
For log416 the power of any input optical signal is also ூܲ, however, the power of opti-
cal signal at any output is: 
 ைܲ ൌ ூܲሺ1  6݉  9݉ଶሻ.  (4) 
 
In turn, for MBA(14, 4, 2) the power of any input optical signal is ூܲ and ைܲ is: 
 
 ைܲ ൌ ூܲሺ1  6݉  7݉ଶሻ, (5) 
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for MBA(28, 4, 2) ைܲ is: 
 ைܲ ൌ ூܲሺ1  5݉  7݉ଶ  3݉ଷሻ,                                     (6) 

 
for MBA(56, 4, 2) ைܲ is equal to: 
 
 ைܲ ൌ ூܲሺ1  6݉  12݉ଶ  10݉ଷ  3݉ସሻ,  (7) 
 
and for MBA(112, 4, 2) is equal to: 
 ைܲ ൌ ூܲሺ1  7݉  18݉ଶ  22݉ଷ  13݉ସ  3݉ହሻ.                     (8) 

 
In brackets there are components which corresponds to: useful optical signal (1), 

the first-order crosstalk (݉), the second-order crosstalk (݉ଶ), the third-order crosstalk 
(݉ଷ), the fourth-order crosstalk (݉ସ), etc. It should be also noted that interstice be-
tween ܲ and ܲ is quite small (݉ ൌ 0.01) therefore the second-, the third-, and 
so on, order crosstalk can be just omitted (because it is order of magnitude smaller 
than the first-order crosstalk). Thus, the final optical signal-to-crosstalk ratio for dif-
ferent structures can be found as follows. 
Based on equations (3), (4) and on information included in [12], [16], [17] the optical 
signal-to-crosstalk ratio for baseline architecture of capacity N can be found using the 
following formula: 

 
 ܱܴܵܺሺlogଶ ܰሻ ൌ ܺ െ 10 logଵሺሺd െ 1ሻlogௗ ܰሻ. (9) 

 
For Beneš network OSXR is equal to [16], [17]: 

 
 ܱܴܵܺሺ݁݊݁ܤšሻ ൌ ܺ െ 10 logଵሺ2logଶ ܰ െ 1ሻ.  (10) 

 
Based on equations (5), (6), (7), and (8) it can be found a general formula for 

OSXR in the MBA(N, e, 2) switching network: 
 

 ܱܴܵܺሺܣܤܯሺܰ, ݁, 2ሻሻ ൌ ൜ܺ െ 10 logଵሺ2݁ሻ															 ܰ	ݎ݂  ܰܺ െ 10 logଵሺ݊ᇱ  ݁ െ 2ሻ ܰ	ݎ݂  ܰ,  (11) 

 

where ݊ᇱ ൌ ቒlogଶ ቒ ேேబቓ  2ቓ, and ܰ ൌ ݁ଶ െ ݁  2. ܰ denotes the basic capacity of 

the MBA(N, e, 2) switching fabric. More details of this capacity are included in [13]. 
Cases for the OSXR in the MBA(N, e, 2) switching fabric in expression (11) reflect 

strictly from architecture of this network [13]. 
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Table 2. Stage-by-stage crosstalk in the MBA(14, 4, 2) optical switching network 

OSE Output After stage s1 After stage s2 

1 

1 P1 + m(P2+P3+P4) P1 + m(P2+P3+P4+P5+P8+P11) + m2(P6+P7+P9+P10+P12+P13+P14) 

2 P2 + m(P1+P3+P4) P5 + m(P1+P6+P7+P8+P11) + m2(P2+P3+P4+P9+P10+P12+P13+P14) 

3 P3 + m(P1+P2+P4) P8 + m(P1+P5+P9+P10+P11) + m2(P2+P3+P4+P6+P7+P12+P13+P14) 

4 P4 + m(P1+P2+P3) P11 + m(P1+P5+P8+P12+P13+P14) + m2(P2+P3+P4+P6+P7+P9+P10) 

2 

1 P5 + m(P6+P7) P2 + m(P1+P3+P4+P6+P12) + m2(P5+P7+P11+P13+P14) 

2 P6 + m(P5+P7) P6 + m(P2+P5+P7+P12) + m2(P1+P3+P4+P11+P13+P14) 

3 not used P12 + m(P2+P6+P11+P13+P14) + m2(P1+P3+P4+P5+P7) 

4 P7 + m(P5+P6) not present 

3 

1 P8 + m(P9+P10) P3 + m(P1+P2+P4+P9+P13) + m2(P8+P10+P11+P12+P14) 

2 not used P9 + m(P3+P8+P10+P13) + m2(P1+P2+P4+P11+P12+P14) 

3 P9 + m(P8+P10) P13 + m(P3+P9+P11+P12+P14) + m2(P1+P2+P4+P8+P10) 

4 P10 + m(P8+P9) not present 

4 

1 P11 + m(P12+P13+P14) P4 + m(P1+P2+P3+P7+P10+P14) + m2(P5+P6+P8+P9+P11+P12+P13) 

2 P12 + m(P11+P13+P14) P7 + m(P4+P5+P6+P10+P14) + m2(P1+P2+P3+P8+P9+P11+P12+P13) 

3 P13 + m(P11+P12+P14) P10 + m(P4+P7+P8+P9+P14) + m2(P1+P2+P3+P5+P6+P11+P12+P13) 

4 P14 + m(P11+P12+P13) P14 + m(P4+P7+P10+P11+P12+P13) + m2(P1+P2+P3+P5+P6+P8+P9) 

 
Fig. 3. The optical signal-to-crosstalk ratio (OSXR) for different kind of structures 

In Figure 3 comparison of OSXR’s for Beneš, baseline and MBA(N, e,2) switching 
networks is presented. Results for the log2N and the MBA(N, 3, 2) switching fabrics 
are identical therefore both are denoted by the red color line (dark and bright, respec-
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tively). For other networks it can be seen that the MBA(N, e, 2) architecture has better 
OSXR in comparison to Beneš or baseline network builds from different size of OSE 
(݀  2). What is more, if the size of OSE used to build the MBA(N, e, 2) grows 
(݁  3), OSXR has greater value, too. It should be also noted that the MBA(N, e, 2) 
switching fabric has his “basic capacity” ܰ (it was described in details in [13]) and 
for such a size of a whole architecture result can be worst than for baseline or Beneš 
architectures. Detailed information about OSXR, the number of stages as well as what 
number of active (semiconductor optical amplifiers) and passive (splitters and com-
biners) optical elements are on the route of any connection in the Beneš, log2N, 
MBA(N, 4, 2), MBA(N, 5, 2), and MBA(N, 6, 2) type of switching networks are in-
cluded in Table 3, Table 4, Table, 5, and Table 6, respectively. 

What is worth to mention, and what is reflecting from properties of the architecture 
of the MBA(N, e, 2) switching fabric [13], is that optical signal, which goes through 
this network, goes through one stage less. In result, one less SOA is needed on the 
way of the optical signal which represents some connection. It is very important in 
optical implementation of switching architecture, especially when active optical ele-
ments are more expensive than passive ones. Cost of switching networks is not a topic 
of this paper, however, it can be found in [11], [12], and [13]. 

Table 3. The OSXR, the number of stages, passive and active optical elements through which goes  
connection in the worst case in the Beneš and the log2N switching networks 

N Kind of 
network 

Number of 
stages 

Splitters  ൈ  
Combiners  ൈ  

SOAs
OSXR 
[dB] 

2–8 
Beneš 5 5 5 5 13.01 
log2N  3 3 3 3 15.23 

9–16 
Beneš 7 7 7 7 11.55 
log2N  4 4 4 4 13.98 

17–32 
Beneš 9 9 9 9 10.46 
log2N  5 5 5 5 13.01 

33–64 
Beneš 11 11 11 11 9.59 
log2N  6 6 6 6 12.21 

65–128 
Beneš 13 13 13 13 8.86 
log2N  7 7 7 7 11.55 

129–256 
Beneš 15 15 15 15 8.24 
log2N  8 8 8 8 10.97 

257–512 
Beneš 17 17 17 17 7.70 
log2N  9 9 9 9 10.46 
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Table 4. The OSXR, the number of stages, passive and active optical elements through which  
goes connection in the worst case in the MBA(N, 4, 2) switching network 

N Number of stages Splitters  ൈ s Combiners  ൈ  SOAs OSXR [dB] 

4–14 2 4 4 2 12.22 

15–28 3 5 5 3 13.01 

29–56 4 6 6 4 12.22 

57–112 5 7 7 5 11.55 

113–224 6 8 8 6 10.97 

225–448 7 9 9 7 10.46 

449–512 8 10 10 8 10.00 

Table 5. The OSXR, the number of stages, passive and active optical elements through which  
goes connection in the worst case in the MBA(N, 5, 2) switching network 

N Number of stages Splitters  ൈ s Combiners  ൈ  SOAs OSXR [dB] 

5–22 2 6 6 2 10.97 

23–44 3 7 7 3 12.22 

45–88 4 8 8 4 11.55 

89–176 5 9 9 5 10.97 

177–352 6 10 10 6 10.46 

353–512 7 11 11 7 10.00 

Table 6. The OSXR, the number of stages, passive and active optical elements through which  
goes connection in the worst case in the MBA(N, 6, 2) switching network 

N Number of stages Splitters  ൈ s Combiners  ൈ  SOAs OSXR [dB] 

6–32 2 6 6 2 10.00 

33–64 3 7 7 3 11.55 

65–128 4 8 8 4 10.97 

129–256 5 9 9 5 10.46 

257–512 6 10 10 6 10.00 

4. CONCLUSIONS 

In this paper, the quality of connections in the MBA(N, e, 2) switching fabric (pro-
posed in [13]) is described. Quality is defined here as the optical signal-to-crosstalk ratio 
(OSXR). Such an approach allows to compare a new switching network with already 
known from literature (Beneš and baseline). It is also given step-by-step what crosstalk 
appears in each stage for the worst case in compared structures. The new MBA(N, e, 2) 
architecture is better than already known structures giving greater OSXR, except “basic 
capacity” where it gives worst OSXR than baseline switching network of this same capac-
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ity. What is more, and what reflects from architecture of MBA(N, e, 2) structure, an opti-
cal signal goes through one less stage than in baseline or Beneš network of this same ca-
pacity and functionality. That is why a new switching network is very attractive. 
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Marcin DZIUBA* 

NEW PARAMETERS OF BLOCKING  
WINDOW ALGORITHM 

In this paper, new parameters for the Blocking Window Algorithm (BWA) are considered. BWA 
with fixed-size windows was first introduced by Lee in [1]. In further research, Danilewicz and 
Kabaciński extended BWA to the variable window size variant in paper [2]. In both papers, the au-
thors used BWA in multicast banyan type switching networks. Some researchers used Danilewicz and 
Kabaciński’s approach in different architectures of nonblocking multicast switching networks [3], [4]. 
This paper presents the evaluation of BWA performance in blocking multicast logଶሺܰ, 0, -ሻ switch
ing networks. Different parameters of BWA are designated. It has been shown that for different pa-
rameters, BWA achieves different results. The best sets of these parameters were found. 

1. INTRODUCTION 

Multicast connections are becoming increasingly popular because sophisticated ap-
plications expect connections between one source and many destinations [5], [6], [7], 
[8]. Due to this fact, modern communication nodes must  provide capabilities to han-
dle also multicast connections. In means that a new generation of nodes has imple-
mented switching networks that are able to establish a connection from one input to 
more than one or even all outputs. This kind of connections is well known in the lit-
erature as multicast or broadcast connections [9], [10]. One of the switching network 
architectures where multicast connections can be set up is multi-log2ܰ. This architec-
ture can also be called log2ሺܰ,0,ሻ or multiplane banyan type switching network [1], 
[11], [12], [13], [14]. The nonblocking characteristics of the log2ሺܰ,0,ሻ architecture 
was studied by authors (Lee, Danilewicz and Kabaciński, Tscha and Lee) in [1], [2], 
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[15]. All researchers tried to determine strict-sense nonblocking (SSNB) and wide-
sense nonblocking (WSNB) conditions. Switching network is SSNB for a multicast 
connection where there is always the opportunity to find a connecting path between an 
open input and a collection of free outputs, regardless which of the searching path 
algorithms is used [2]. Switching network is WSNB for multicast connection, when 
there is always opportunities to find connecting path between open input and collec-
tion of free outputs. To find connection paths, suitable algorithm is used [2].  

In the presented paper, the blocking window algorithm (BWA) is taken into ac-
count [1], [2]. This algorithm is based on a concept called variable-size blocking win-
dows first described in [2]. New parameters of BWA are described in this paper. The 
presented algorithm has the same assumptions given by Danilewicz and Kabaciński in 
[2]. The results are presented because the variable-size blocking window algorithm 
was never considered in blocking multicast switching networks. In this paper, the best 
set of BWA parameters is found. For these parameters, BWA produces the lowest 
blocking probability. 

The paper is organized as follows. In section 2, the research model description is 
given. Log2ሺܰ,0,ሻ switching network and multicast connection are described in 
more detail. Section 3 is dedicated to the blocking window algorithm and its parame-
ters. The main concept of subconnections and planes selection in BWA is presented. 
In section 4, simulation parameters and graph results are discussed. In the last section, 
conclusions are drawn.   

2. RESEARCH MODEL 

2.1. THE ݈݃ଶሺܰ, 0,  ሻ SWITCHING NETWORK ARCHITECTURE

In this paper, a multiplane multicast banyan type switching network is considered. 
One switching network plane used in our research is called log2ܰ. Such network con-
sists of switches with 2 inputs and 3 outputs. In general, the number of inputs/outputs 
in one switch can be described with variable d. [2], [3]. All switches are arranged in n 
columns called stages. The number of switching network inputs and outputs can be 
calculated according to the equation: ܰ ൌ 2. Inter-stage links are used to connect all 
switches together. In our considerations, we have used a baseline inter-stage link pat-
tern. Multiplane banyan type switching networks were first proposed and described by 
Lee in [12]. This kind of a network can be called log2ሺܰ,0,ሻ or multi-log2ܰ and it 
consists of p copies of log2ܰ switching network (also called plane) connected in paral-
lel [12]. An example of an 8×8 switching network in shown in Fig. 1. 

In Fig. 1, it can be observed that the number of inputs and outputs is equal. The in-
puts/outputs are numbered 0, 1, …, N–1 from top to bottom. Stages are numbered  
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1, 2, …, n from left to right, respectively. The main elements of a log2ሺܰ,0,ሻ switch-
ing network were described in this section. More details about multi-log2ܰ switching 
network architecture and its graphic representation can be found in papers [2], [3]. 

 
Fig. 1. An example of p planes of a logଶሺܰ, 0,  ሻ switching network with N = 8, where  n = 3

2.2. MULTICAST CONNECTIONS 

A multicast connection between input x and group of outputs ݕ, .ଵݕ . .  , 0 ≤ i ≤ Nݕ
 1 is denoted by ݔۦ, ܻۧ, where ܻ ൌ ሼݕ, .ଵݕ . . -ሽ. Thus, a connection is called mulݕ
ticast when |ܻ|  1, where |ܻ| is a cardinality of set Y. To establish one multicast 
connection, the input and outputs should be selected from a suitable range 0 ൏ ,ݔ .ଵݕ,ݕ . . ݕ ൏ ܰ െ 1. In the presented log2ܰ switching network, point-to-point ሺ|ܻ| ൌ 1ሻ, 
broadcast ሺ|ܻ| ൌ ܰሻ connections can be established. For example, 4ۦ, 10ۧ is a point-
to-point connection, while 4ۦ, ሼ1,2,5,6ሽۧ is called a multicast connection.  

Different connections can have their paths in the same plane. When two different 
connections (point-to-point or multicast) want to use the same path, the same input or 
the same output, one of these connections must be set up in a different plane of a switch-
ing network. To solve this problem, different algorithms are used. In one algorithm 
strategy, all paths belonging to the same multicast connection have to be set up in the 
same plane. In another approach, a multicast connection can be divided into separate 
point-to-point connections and each of them can be set up in a different plane of a 
switching network. Some details about algorithm strategy can be found in [1], [10], [15]. 

3. MULTICAST ALGORITHM 

3.1. BLOCKING WINDOW DEFINITION 

Using an algorithm to set up connections can influence the blocking probability in 
switching network blocking. In our consideration, we took into account multicast con-
nection. Connections of this kind are set up by the blocking window algorithm. This 
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algorithm is based on the variable–size blocking window concept. More details about 
this algorithm can be found in [1], [2], [3], [15]. Blocking windows definition was 
presented in [2], [10]. In general, a blocking window is defined as follows: 

 
Definition 1: Outputs ܱ ൌ ሼ0, 1, … , ܰ െ 1ሽ can be divided into ܰ/ܭ subsets ܤ ܹ ൌሼܭ ൈ ݅, ܭ ൈ ݅  1,… , ܭ ൈ ݅	  ሺܭ െ 1ሻሽ, where ܭ ൌ	2௧, ݅ ൌ 0, 1, … , ሺܰ/ܭሻ െ 1 and 1  ݐ  ݊. Each ܤ ܹ subset is called a blocking window. 
 
According to Definition 1, a multicast connection can be divided into subconnections 
[2], [10]. For example, a new multicast connection can be described as ݔۦ, ܻۧ. The set 
of outputs Y can be divided into subsets ܻ, where ܻ ൌ ሼݕ: ܤ	߳	ݕ ܹ	, ݅ ൌ 0, 1, … , ሺܰ/ܭሻ െ 1ሽ. In this approach, connection ݔۦ, ܻۧ is called the subconnection of multicast 
connection ݔۦ, ܻۧ. 

3.2. BLOCKING WINDOW ALGORITHM 

Algorithm, which based on blocking window concept, can be described as follows 
[1], [2], [10]: 

 
Algorithm 1: 
Step 1: A new multicast connectionݔۦ, ܻۧ is divided into subconnections ݔۦ, ܻۧ, 
Step 2: One of the subconnections is chosen, 
Step 3: One plane is chosen to set up this subconnection, 
Step 4: The next subconnection is chosen. Steps  3–4 are repeated  until all subcon- 

nections of multicast connection ݔۦ, ܻۧ are set up. 

The algorithm is responsible for choosing the subconnection that will be set up and the 
plane that will be used to set up this subconnection. The rules for choosing the sub-
connections and planes to set up the whole multicast connection are presented in the 
next subsection. 

3.3. PARAMETERS OF THE BLOCKING WINDOW ALGORITHM 

Three parameters of BWA are determined. These parameters specify the rules for 
choosing the subconnections and planes to set up a multicast connection in a suitable 
switching network. BWA parameters are also responsible for minimizing the blocking 
probability and this fact is presented in the next part of this paper. In the first step (ac-
cording to Algorithm 1), a multicast connection is divided into subconnections using 
BWA. The number of the subconnections depends on the blocking window size. In the 
second step, one of these subconnections must be selected to be set up through  
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a switching network. The first parameter of BWA determines the rule of selecting the 
first subconnection. It was assumed that this selection will be performed by one of two 
algorithms: 

a) Sequential Algorithm (S) – selection of the first subconnection starts from 
the first blocking window where at least one output is required by the mul-
ticast connection, 

b) Random Algorithm (R) – selection of the first subconnection starts from  
a random blocking window where at least one output is required by the 
multicast connection 

When the first subconnection is set up, the BWA chooses the next subconnections. 
The econd parameter of BWA determines the rule of choosing these subconnections. It 
was assumed that this selection is made by one of two algorithms:   

a) Sequential Algorithm (S) – selection of the next subconnections starts ac-
cording to an index of blocking windows where at least one output is re-
quired by the multicast connection, 

b) Random Algorithm (R) – selection of the next subconnections starts ac-
cording to a random index of blocking windows where at least one output 
is required by the multicast connection. 

The last parameter of BWA is responsible for choosing the plane where each subcon-
nection of the multicast connection is set up. This selection is made by the following 
algorithms: 

a) Sequential Algorithm (S) – selection starts according to the plane index, 
b) Random Algorithm (R) – selection starts according to a random plane in-

dex, 
c) Quasi-Random Algorithm (RR) – the first selection is starts according to  

a random plane index and the next planes are selected according to a speci-
fied plane index, starting from the first selected plane, 

d) Beneš’s Algorithm (B) – selection starts from the plane where the highest 
number of connections are already set up, 

e) Inverted Beneš’s Algorith (RB) – selection starts from the plane where the 
lowest number of connections are already set up. 

According to the presented algorithms  as BWA parameters, it was assumed that the 
blocking window algorithm will be marked as: Alg(sub_1, sub_succ, plane), where: 

 Sub_1 – first parameter of BWA, which is responsible for choosing the first 
subconnection of the multicast connection, 

 Sub_succ – second parameter of BWA, which is responsible for choosing the 
next subconnections of the multicast connection, 

 Plane – third  parameter which is responsible for choosing the plane where the 
subconnection is set up. 

For example, Alg(S, R, RB) means that the first subconnection will be chosen by  
a sequential algorithm (S). The next subconnections will be set up by a random algo-
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rithm (R). The plane where these subconnections will be set up will be selected ac-
cording to the inverted Beneš’s algorithm. Considering all the combinations of the 
blocking window algorithm parameters, twenty variants can be given: Alg(S, S, S), 
Alg(S, S, R), Alg(S, S, RR), Alg(S, S, B), Alg(S, S, RB), Alg(S, R, S), Alg(S, R, R), 
Alg(S, R, RR), Alg(S, R, B), Alg(S, R, RB), Alg(R, S, S), Alg(R, S, R), Alg(R, S, 
RR), Alg(R, S, B), Alg(R, S, RB), Alg(R, R, S), Alg(R, R, R), Alg(R, R, RR), Alg(R, 
R, B), Alg(R, R, RB).       

4. SIMULATION RESULTS 

4.1. SIMULATION PARAMETERS 

In this paper, multi-log2ܰ switching networks are considered. During the simula-
tion process, the input and outputs required by one multicast connection are selected 
randomly. The number of outputs is a random variable with uniform distribution. Each 
multicast connection has an exponential holding time that can be calculated according 
to 1/ߤ. When the holding time of the multicast connection is finished, a suitable con-
nection is disconnected in the switching network. All connections are incoming to  
a switching network according to the Poisson process. In the simulation, the work load 
was defined. This parameter can be calculated according to equation  ൌ ሺߤ/ߣሻ, 
where λ is the arrival rate [16]. The simulation process can be described as follows: 

Simulation process 1: 
Set blocking window size 
counter_1 = 0 
blocked_connections = 0 
set_connections = 0 
while counter_1 ≤  ∗  do 

 Generate a new multicast connection(according to ࣅ) 
Set holding time ࣆ 
Multicast connection is divided into subconnections, according to the window size 
for Alg(sub-1, sub-succ, plane) do 

choose the first subconnection, according to sub-1 
if there is a possibility to set up the subconnection according to the algorithm plane  
then  

set up the subconnection through a plane, according to the plane selected by the al-
gorithm plane 

while the next subconnection do 
choose the next subconnection according to algorithm sub-succ  
if there is a possibility to set up the subconnection according to the algo-
rithm plane then  

 set up the subconnection through a plane, according to the plane select-
ed by the algorithm plane 

else if then 
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blocked_connections = blocked_connections + 1 
break 

end if 
end while 
set_connections = set_connections + 1 

else 
blocked_connections = blocked_connections + 1 
break 
end if 

end for 
Connections where holding time is equal to 0 are disconnected 

end while 
Calculate and return simulation results (blocking probability) 

The simulation procedure was the same for all sets of parameters of BWA. This 
procedure was performed for different switching network sizes (8×8, 16×16, 32×32, 
64×64, 128×128). The simulation procedure and its parameters followed SSNB and 
WSNB conditions. These conditions (SSNB, WSNB) were presented by Danilewicz 
and Kabacinski in [2]. In this paper, the authors defined the minimum number of 
planes for a multi-log2ܰ switching network to be strict-sense and wide-sense 
nonblocking. The simulation procedure confirmed that for the number of planes equal 
to WSNB conditions, the blocking probability for BWA is equal to 0. One simulation 
run has about 5 ∗ 10ହ connection requests. The simulation program was implemented 
in the C programming language.   

4.2. BLOCKING PROBABILITY 

WSNB conditions for a variable-size blocking windows algorithm were pre-
sented in [2]. These conditions determine the number of planes (p) that are necessary 
to make a switching network nonblocking. WSNB conditions also define the optimum 
blocking window size, calculated according to 2௧ ሺ1  ݐ  ݊ሻ. In this paper, blocking 
switching networks are considered. In this kind of networks, fewer planes are used 
than determined in WSNB conditions. The point of simulations was to find the best set 
of parameters of Alg(sub_1, sub_succ, plane) that offers give the best results for a 
given number of planes. To find the best parameters, the blocking probability (BP) 
was defined as follows: ܲܤ ൌ ௗ	௧	௧	௨௦௧௦	௧	௧	௨௦௧௦  (1) 

The numerator denotes blocked connection requests. This variable increases when at 
least one subconnection of a multicast connection is blocked in a switching network. 
The denominator denotes all acceptable connection requests. Better results are 
achieved by the algorithm which has a lower blocking probability. 
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4.3. GRAPH RESULTS 

All graphs are prepared with 95% confidence intervals. The graphs are prepared as 
BP (y axis) versus traffic load (x axis). The results are presented for different numbers 
of planes (p) and for optimal blocking window sizes (derived from WSNB conditions) 
for a given number of switching network stages (n).  

 

 
Fig. 2. The blocking probability for logଶሺ16,0,2ሻ switching network 

Fig. 2 presents a log2ሺ16,0,2ሻ switching network where  ൌ 2 and ݐ ൌ 2. This 
graph presents the blocking probability for different BWA parameters. The confidence 
of interval marks is not included in this picture due to result line density. In can be 
observed that different parameters of BWA give different values of BP. The same 
trend can be seen for other values of N and p. In most cases, the best results are 
achieved by Alg(S, R, B). It means that the lowest blocking probability is achieved by 
the BWA where first the subconnection to be set up is selected sequentially (S), while 
the next subconnection is chosen randomly (R). Each subconnection of multicast con-
nection is set up in the plane where the biggest number of connections is already set 
up (B - Beneš’s Algorithm).    

The other graphs (Fig. 3, Fig. 4, Fig 5) present the blocking probability for a differ-
ent log2ሺ16,0,2ሻ switching network. Only the results for the set of parameters Alg(S, 
R, B) are presented. This set of parameters gives the best results among twenty sets of 
parameters (see Fig. 2). In each log2ሺܰ,0,  ሻ switching network, the number of planes
changes from 1 to ௐௌே െ 1, where ௐௌே is the number of planes defined in 
WSNB conditions for which a switching network is wide-sense nonblocking. In Fig-
ures 3-5, it can be seen that the blocking probability increases as the number of planes 
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decreases. The important conclusion is that the BP increases for the same number of 
planes when the number of inputs/outputs (N) of the switching network also increases. 

 

Fig. 3. The blocking probability for logଶሺ8,0,  ሻ
switching network 

 
Fig. 4. The blocking probability for logଶሺ16,0,  ሻ

switching network 

 
Fig. 5. The blocking probability for logଶሺ32,0,  ሻ switching network

5. CONCLUSION 

In this paper, multiplane banyan-type switching network architecture is considered. 
This architecture has the capability to set up multicast connections. This kind of net-
work can be called a log2ܰ or multi-log2ܰ switching network. Banyan-type networks 
were considered in [2]. The authors presented strict-sense nonblocking and wide 
sense-nonblocking conditions for BWA based on the variable-size blocking window 
concept. In this paper, the parameters for BWA were defined. In the presented consid-
erations, three parameters should be provided in BWA to set up multicast connections. 
The first parameter is connected with the selection of the first subconnection of the 
multicast connection. The second one is responsible for choosing the next subconnec-
tion of this multicast connection. The last parameter determines which algorithm will 
be used to find the plane for setting up subconnections through a switching network. 
The presented simulation results confirm that for different combinations of parame-
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ters, the blocking window algorithm achieves different blocking probabilities. In most 
cases, the set of parameters: Alg(S, R, B), BWA gives the lowest blocking probability. 
In this configuration, the first subconnection of the multicast connection is selected by 
a sequential algorithm (S). The next subconnections are chosen by a random algorithm 
(R). Each subconnection is set up through a plane where the biggest number of con-
nections is already set up (B - Beneš’s Algorithm). The results presented in this paper 
are the first step to further, greater work. The blocking window algorithm with the best 
set of parameters will be used to compare BWA with other algorithms well-known in 
the literature. In the future work, new parameters of BWA, which were investigated in 
this paper, will be used to set up multicast connections in multicast multi-plane ban-
yan-type switching networks.   
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Wojciech M. KEMPA*  

ON TRANSIENT VIRTUAL DELAY  
IN A FINITE-BUFFER QUEUEING MODEL  

WITH SERVER BREAKDOWNS 

In the paper a finite-buffer queueing model with unreliable server subject to breakdowns is consid-
ered. Customers occur according to a Poisson process and are being served during exponentially distrib-
uted processing time. Successive exponential server’s failure-free times are followed by generally dis-
tributed repair periods. Applying the paradigm of embedded Markov chain and the formula of total 
probability, a system of integral equations for the transient virtual queueing delay conditional distribu-
tions is built. Algebraic approach is used to obtain the solution of the corresponding system written for 
Laplace transforms in a compact form. 

1. INTRODUCTION 

Wide applications of finite-buffer queueing models are evident. They can be help-
ful in modelling of telecommunication and computer networks, automatized manufac-
turing lines, in transport and logistic problems. The appropriate queueing system can 
be used in the analysis of input/output process of packets in/from the buffer at the IP 
router's interface, it can also describe the accumulation of jobs at the “bottle neck” of 
manufacturing line. The most efficient use e.g. of telecommunication link or manufac-
turing line and hence cost and time saving, requires good knowledge of the behavior 
of the system under different conditions of its evolution. In this process of perfor-
mance evaluation the observation and analysis of some important stochastic character-
istics, like queueing delay, queue-size distribution, buffer overflow period duration, 
describing the operation of each queueing model, are very helpful. As it seems, partic-
ularly important is the knowledge of the behavior of these characteristics in the transi-
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ent state of the system (i.e. at a fixed time epoch t), not only in the stationary regime of 
the system's operation. The investigation of the system behavior in the transient state 
is essential if we are interested e.g. in the analysis of system's evolution just after the 
initial moment or after introducing a new service discipline (see e.g. [2]). Besides, 
sometimes important parameters describing the operation of the system (like e.g. the 
intensity of arrivals or service speed) are often and visibly changing in practice (as e.g. 
in the traffic of data packets in the Internet) so, in consequence, the system never sta-
bilizes and the stationary-state idea has only theoretical significance. 

In practice, especially, queueing systems with different-type limitation in service 
process are often used. In this class the model with cyclic failure-free and repair (con-
servation) times is one of the most important. First results related to queueing systems 
with unreliable server (or, with server subject to breakdowns) were published about 
fifty years ago. A single-server model with Poisson arrivals and generally distributed 
service times, and with unreliable server is considered e.g. in [1] and generalized for 
the multi-channel case in [14]. In [12] an infinite-buffer M/M/1-type queueing system 
with server subject to breakdowns is analyzed. Some models with server failures are 
also considered e.g. in [4],  [5] and [13]. In [16] a multi-server queueing system with 
balking, reneging and server breakdowns is investigated. In [3] and [15] queueing 
models with unreliable server and negative customers (called also disasters), the arri-
vals of which cause dropping of some or all customers present in the system at the 
arrival epoch, are discussed. 

In the paper we study a single-server queueing model with finite buffer and server 
breakdowns, in which successive interarrival, service and failure-free times of the 
operation are independent exponential random variables, while repair periods have 
general-type distribution. Using the approach based on the memoryless property of 
exponential distribution, the formula of total probability, integral equations and linear 
algebra, we obtain the explicit representation for the LT (= Laplace transform) of the 
virtual delay (virtual waiting time) ݒሺݐሻ at time t i.e. the waiting time of the customer 
arriving exactly at time t, conditioned by the number ܺሺ0ሻ of customers present in the 
system at the opening.  

Transient analysis of the virtual delay in general-type batch-arrival queueing model 
can be found e.g. in [6], while in [7] the distribution of the actual waiting time is dis-
cussed. In [8] the case of the virtual waiting time in a finite-buffer queue with single 
vacation policy is investigated, and in [9] new results for queueing delay in the system 
with queued waking up (N-policy) are derived. 

So, the paper is organized as follows. In the next Section 2 we state a precise math-
ematical description of the considered queueing model and obtain the system of equa-
tions for the conditional virtual delay distributions. In Section 3 we obtain the solution 
of the corresponding system, written for LTs, in a compact form, using the algebraic 
method proposed in [10] (see also [11]). The last Section 4 contains short conclusion 
and remarks on the future work. 
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2. QUEUEING MODEL AND BASIC CONCEPTS 

Let us take into consideration the M/M/1/N-type queueing model, in which the in-
coming jobs (packets, calls etc.) occur according to a Poisson process with intensity ߣ 
and are served individually with service speed ߤ. A system contains one reliable server 
(machine) subject to breakdowns. Times of failure-free operation are supposed to have 
exponential distributions with parameter ߛ, while repair times are generally distributed 
with a DF (= distribution function) ܩሺ∙ሻ. Besides, the maximal system capacity equals 
N i.e. we have a buffer (magazine) with N-1 places and one place for service. Due to 
the finite buffer capacity, if the arriving job finds the system in state N , it is lost. The 
buffer may contain some jobs accumulated before the opening of the system. It is as-
sumed that the server (machine) is in order at time t = 0 and can break down only dur-
ing the processing of a job. Introduce the following notation for the tail of the DF of 
virtual delay (virtual waiting time) ݒሺݐሻ	conditioned by the number ܺሺ0ሻ ൌ ݊ of jobs 
present in the system at the opening: 

       ,0, nXxtvPxtvn  ,0,0  tNn  (1)  

where X(t) stands for the number of jobs present in the system at time t. 
Assume firstly that the system is empty at the opening. Denoting by y the first arri-

val epoch after t = 0, the following equation is true: 

     
t

y dyxytvextv
0

10 .),(,    (2) 

In order to build the system of equations for the conditional virtual delay distribution 
in the system with at least one job present at t = 0, let us introduce the following ran-
dom events, calling them the “key” ones, occurring during the evolution of the system: 
an arrival of a job; a service completion; a failure occurrence. 

Let us define the following random events:  
 E1 – before time epoch t as the first “key” event an arrival of a job occurs;  
 E2 – before time t as the first “key” event a service completion (a depar-

ture) occurs; 
 E3 – before time t as the first from “key” events a failure of a machine 

(server) occurs;  
 E4 – all “key” events occur for the first time after time t.  

Just from the formula of total probability we obtain the following equation: 
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Assume now that the system is not empty and, simultaneously, not saturated at the 
initial moment i.e. X(0) = n, where 11  Nn . Since interarrival, service and fail-
ure-free times are exponentially distributed, then the moment of occurrence of any 
from “key” events is a Markov (renewal) moment during the operation of the system. 
As a consequence we get the following system of equations: 
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i.e.  xvn ,0  is the tail of (n-1)-Erlang DF with parameter ߤ.  

Let us explain (4)–(7) in few words. In (4) the first arrival occurs at time y<t as the 
first one from the “key” events, so the service completion epoch and a failure occur 
after y (with probabilities e–y and e– y  respectively). Hence, beginning with a renewal 
(Markov) moment y, the operation of the system coincides with the evolution of the 
system with n+1 jobs present at the opening. Similarly we can comment (5). The rep-
resentation (6) describes the situation in which the failure occurring before t is the first 
“key” event after the opening of the system. The first summand on the right side of (6) 
relates to the case in which a repair is also finished before time t, and during the ser-
vice suspension the buffer does not become saturated. In the second summand on the 
right side of (6) the system continues the operation after the repair with the maximal 
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number N of jobs present. In the last summand the repair ends after t. The interpreta-
tion of (7) is obvious: since none of “key” events occurs before t, then the probability 
that the queueing delay at time t exceeds x is equal to the analogous probability meas-
ured at time 0. 

Finally, for the system being saturated et the opening (n = N), we obtain 
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3. LAPLACE TRANSFORM OF QUEUEING DELAY DISTRIBUTION 

Introducing the LT of  xtvn ,  on the argument t as follows: 

       ,0,0Re,,,ˆ
0

Nnsdtxtvexsv n
st

n  


   (13) 

and taking into consideration the following representations:  

ߛ න ݁ି௦௧݀ݐ න ݁ିሺఒାఓାఊሻ௬݀ݕ න ሺݑߣሻ݇! ݁ିఒ௨ݒሺݐ െ ݕ െ ,ݑ ሻ௧ି௬ݑሺܩሻ݀ݔ
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ൌ ఊఒାఓାఊା௦ ,ݏොሺݒ  (14)																																																	ሻ;ݏሺߙሻݔ
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                           ൈ ∑ ሾఓሺ௫ି௨ି௬ା௧ሻሿ!ାିଵୀ ሻݑሺܩ݀ ൌ ఊఒାఓାఊା௦ ,ݏሺߚ  ሻ; (15)ݔ
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ߛ න ݁ି௦௧݀ݐ න ݁ିሺఒାఓାఊሻ௬݀ݕ න ݐேሺݒ െ ݕ െ ,ݑ ሻ௧ି௬ݑሺܩሻ݀ݔ
௨ୀ

௧
௬ୀ

ஶ
௧ୀ 		 

ൌ ߣߛ  ߤ  ߛ  ݏ ݃ሺݏሻݒොሺݏ,  ሺ16ሻ																																		ሻ,ݏሺߙሻݔ
where, for ܴ݁ሺݏሻ  0, ݃ሺݏሻ ൌ  ݁ି௦௧݀ܩሺݏሻ;ஶ                                        (17) 

ሻݏሺߙ ൌ  ሺఒ௧ሻೖ!ஶ ݁ିሺఒା௦ሻ௧݀ܩሺݐሻ;                               (18) ߚሺݏ, ሻൌݔ ݁ିఓ௫ න ݁ఓ௨݀ܩሺݑሻஶ
௨ୀ  න ሺݖߣሻ݇! ݁ିሺఒା௦ାఓሻ௭  ሾߤሺݔ െ ݑ  !ሻሿ݅ݖ ሺ19ሻାିଵ				,ݖ݀
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we obtain from (2)-(12) the following system of equations: 

,ݏොሺݒ ሻݔ ൌ ߣߣ  ݏ ,ݏොଵሺݒ  ሺ20ሻ																																									ሻ;ݔ
,ݏොሺݒ ሻݔ ൌ ߣ1  ߤ  ߛ  ݏ ݒߣොାଵሺݏ, ሻݔ  ,ݏොିଵሺݒߤ ሻݔ
 ߛ ൭  ,ݏොାሺݒ ሻݏሺߙሻݔ  ,ݏොேሺݒ ሻேିିଵݔ
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 ,ሺ0ݒ ሻ൩ݔ ,				1  ݊  ܰ െ 1; 																																																														ሺ21ሻ 
,ݏොேሺݒ  ߤሻሾݔ  ݏ  ሺ1ߛ െ ݃ሺݏሻሿ ൌ ,ݏොேିଵሺݒߤ ሻݔ  ,ேሺ0ݒ  ሺ22ሻ								ሻ.	ݔ
 

Introducing now the following functions: ܽሺݏሻ ൌ ఓఒାఓାఊା௦ ; 						ܽାଵሺݏሻ ൌ ଵఒାఓାఊା௦ ሾߜߣଵ    (23)															ሻሿ;ݏሺߙߛ
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߰ሺݏ, ሻݔ ൌ െ ߣ1  ߤ  ߛ  ݏ ߛ ൭ ෝ߱ሺݏ, ሻݏሺߙሻݔ  ,ݏሺߚ ሻஶݔ
ୀ ൱  ,ேିሺ0ݒ  	ሻ൩ݔ

 ൌ ሻݏሺܣ ෝ߱ሺݏ, ,ݏሺܤ+ሻݔ  ሻ,                             (24)ݔ
 
where ܣሺݏሻ ൌ െ ఊఒାఓାఊା௦ ; ,ݏሺܤ			 ሻݔ ൌ െ ଵఒାఓାఊା௦ ሾߚߛሺݏ, ሻݔ  ,ேିሺ0ݒ ,ݏሻሿ;  ෝ߱ሺݔ ሻݔ ൌݒොேିሺݏ,  ሻ,                                           (25)ݔ
 
we can transform the system (20)–(22) to the form 
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The following algebraic result is proved in [11] (see also [12]): 
Lemma 1. Let   ,0,0, 0  akak  and   ,1, kk  be two known sequences. Eve-
ry solution of the infinite-sized system of linear equations 
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can be written as 
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where C is independent on n and the sequence   ,0, kRk  is defined recursively by 
the formulae 
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Observe that the system (27) has the same form as (29) but with sequences ሺܽሻ and ሺ߰ሻ depending on s and s,x, respectively. Hence, for ݊  1, the representation for 
 xsn ,̂  can be obtained just from (30) in the form 

         ,,,,ˆ
1

xssRsRxsCxs k

n

k
knnn  


                     (32) 

where	ܽሺݏሻ and ߰ሺݏ,  ሻ were defined in (23) and (24), respectively. To present theݔ
main result in a compact form we need the formulae for ܥሺݏ, ሻ and ݔ .,ˆ0 xs  

Substituting 1n  into (32) we obtain 

         .,,,ˆ 1
011 samsCsRxsCxs                         (33) 

After combining (26) and (33) we get the following representation for ܥሺݏ, ,ݏሺܥ :ሻݔ ሻݔ ൌ ܽሺݏሻିߤଵ ቂ ෝ߱ሺݏ, ሻݔ ቀߤ  ݏ  ൫1ߛ െ ݃ሺݏሻ൯ቁ െ ,ேሺ0ݒ  ሺ34ሻ							ሻቃ.ݔ
Next, substituting ݊ ൌ ܰ in (32), we obtain ෝ߱ேሺݏ, ሻݔ ൌ ,ݏଵሺܦ ሻݔ ෝ߱ሺݏ, ሻݔ  ଶܰሺݏ,  ሻ,                       (35)ݔ
where ܦଵሺݏ, ሻݔ ൌ ܽሺݏሻିߤଵܴேሺݏሻ ቀߤ  ݏ  ൫1ߛ െ ݃ሺݏሻ൯ቁ ܴேିሺݏሻܣሺݏሻ;													ሺ36ሻே

ୀଵ  

ଶܰሺݏ, ሻݔ ൌ ܴேିሺݏሻܤሺݏ, ሻݔ െே
ୀଵ ܽሺݏሻିߤଵܴேሺݏሻݒேሺ0,  ሺ37ሻ											ሻ.ݔ

Similarly, introducing (32) into the right side of (28), we get ෝ߱ேሺݏ, ሻݔ ൌ ,ݏଶሺܦ ሻݔ ෝ߱ሺݏ, ሻݔ  ଵܰሺݏ,        (38)																				ሻ,ݔ
 

where now ܦଶሺݏ, ሻݔ ൌ ߣߣ  ݏ ܽሺݏሻିߤଵܴேିଵሺݏሻ ቀߤ  ݏ  ൫1ߛ െ ݃ሺݏሻ൯ቁ ;													ሺ39ሻ 
ଶܰሺݏ, ሻݔ ൌ ߣߣ  ݏ ቌ ܴேିሺݏሻ߰ሺݏ, ሻݔ െேିଵ

ୀଵ ܽሺݏሻିߤଵܴேିଵሺݏሻݒேሺ0,  ሺ40ሻ		ሻቍ.ݔ
Comparing now the right sides of (35) and (38) we find ෝ߱ሺݏ,  ሻ asݔ
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ෝ߱ሺݏ, ሻݔ ൌ ଵܰሺݏ, ሻݔ െ ଶܰሺݏ, ,ݏଵሺܦሻݔ ሻݔ െ ,ݏଶሺܦ ሻݔ .																																						ሺ41ሻ 
Finally, the representations (25), (32), (34) and (41) lead to the following main theo-
rem: 
Theorem 1. The Laplace transform ݒොሺݏ,  ሻ of the tail of DF of virtual delay in theݔ
considered queueing system with server subject to breakdowns can be found from the 
following formula: ݒොሺݏ, ሻݔ ൌ ܽሺݏሻିߤଵ ቂ ෝ߱ሺݏ, ሻݔ ቀߤ  ݏ  ൫1ߛ െ ݃ሺݏሻ൯ቁ െ ,ேሺ0ݒ ሻቃݔ ܴேିሺݏሻ 

 ܴேିିሺݏሻ൫ܣሺݏሻ ෝ߱ሺݏ, ሻݔ  ,ݏሺܤ ሻ൯,ேିݔ
ୀଵ 																											ሺ42ሻ 

where ܴ݁ሺݏሻ  0, 0  ݊  ܰ, and the formulae for ݒேሺ0, ,ሻݏሻ, ݃ሺݔ ܽሺݏሻ, ܣሺݏሻ, ,ݏሺܤ ,ሻݔ ܴሺݏሻ and ෝ߱ሺݏ,  ,ሻ were found in (8), (17), (18), (25), (31) and (41)ݔ
respectively. 

4. CONCLUSION AND FUTURE WORK 

In the paper an analytical approach to the study of transient queueing delay in a finite-
buffer model with a single server subject to breakdowns is presented.  The method is 
based on the idea of embedded Markov chain, the formula of total probability and 
linear algebra. The case of exponential interarrival, service and failure-free times and 
generally distributed service times is considered. In future numerical analysis of the 
impact of distribution parameters on the queueing delay behavior is planned.  
The case of more general probability distributions describing the evolution of the sys-
tem will be investigated as well. 
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parallelization of routers placement algorithms, 
parallel processing at GPU  

Jan KWIATKOWSKI*, Andrzej GNATOWSKI* 

PARALLELIZATION OF WIRELESS ROUTERS PLACEMENT 
ALGORITHMS FOR THE GPU  

To ensure user comfort and lower costs of construction and maintenance of the wireless network, 
it is necessary the appropriate planning of network range and placement of access points. For this aim 
algorithms for simulating electromagnetic wave propagation and WLAN optimization are used. 
These algorithms are demanding in terms of the computing power in order for receiving the results in 
the reasonable time. As an alternative the parallel processing can be used. The aim of the presented 
research is verification if using GPU is possible to accelerate required computation in reasonable 
way. The way of parallelization of used for network planning algorithms are presented. During exper-
iments the COST231 algorithm is used for simulation of routers range and as optimization algo-
rithms: pruning, simulated annealing and neighborhood search have been studied. The first obtained 
results are very promising, for some cases the received speedup is close to 50. 

1. INTRODUCTION 

Nowadays wireless services are a part of the everyday life of billions of people 
around the world. There are a number of technologies that can be used to supply this 
service, one of them is a local wireless network (WLAN). These networks can be 
found commonly in many public buildings, stores, offices, companies headquarters, as 
well as in private houses. To ensure user comfort and lower costs of construction and 
maintenance of such networks, it is necessary the appropriate planning of network 
range and placement of access points (AP). On the other hand there are many parame-
ters, which can be used for the overall quality assessment of the wireless network. 
During network planning, it is necessary to predict their values before the network will 
be created. It is mainly done by simulation of routers behavior. Moreover, the ability 

 __________  
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to predict network configuration parameters is not sufficient to create a network with 
the satisfactory quality. The number of possible routers locations is too large to take 
into consideration all of them. It causes the need of using optimization algorithms, 
which optimized the routers locations. During this step the information about different 
network components, their expected behavior and defined requirements are used for 
propose the best suitable solution. Such approach is currently commonly used in prac-
tice and is supported by a number of available software tools [1, 6]. In both above 
mentioned steps of network planning the large amount of information is required and 
used algorithms are computationally intensive. The problem is particularly acute for 
the large buildings and a large number of possible routers locations. It causes the need 
for using the powerful computers for receiving the results in reasonable time. As alter-
native of this, the parallel processing can be used. The aim of the research is to deter-
mine if using GPU is possible to accelerate required computations in reasonable way.  

The chapter describes the way of parallelization of different algorithms used during 
network planning, and is organized as follows. Section 2 introduces design overview. 
In the section 3 it is shown how used algorithms are parallelized. Section 4 presents 
the results of performance evaluation of the developed parallel algorithms. Finally, 
section 5 summarized  presented work. 

2. DESIGN OVERVIEW 

The simulation the propagation of electromagnetic waves used by WLAN require 
the creation of propagation models for interior buildings. This environment is charac-
terized by smaller distances between the transmitting and receiving antennas, than in 
the case of open spaces. This is due to the presence of large amounts of the obstacles 
from the transmitter to the receiver, the signal strength is often very weak. What's 
more transmitters used in WLAN benefit from unlicensed bands, where the signal 
strength is limited by the law. All of these factors, in combination with a relatively 
large wave suppression by construction materials, causes the need for the creation of 
specific models of propagation.  

To simulate the routers ranges the COST231 (multi-wall model) algorithm [9] has 
been chosen for implementation. Single-storey building approach is considered  
(eq. 1). 

 wi

I

i
wiCFS LkLLL *

0



  (1) 

where L – suppression between antennas [dB], LFS – suppression of free space [dB],  
LC – fixed suppression, I – the number of walls category, kwi – the number of i-th walls 
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category between the transmitter and the receiver, Lwi - suppression of i-th wall cate-
gory [dB]. The used model simplification does not constitute a significant simplifica-
tion of the solved problem. For many floors when calculating the router range at the 
some point also the routers from other floors should be considered. In this case ceiling 
behaves as another wall suppressed the signal. 

In general, optimization problem can be defined as minimization or maximization 
of the objective function f : X → R , where X is a finite set of allowed states and repre-
sents the routers configuration. Used in the presented research the objective function is 
weighted average of the number of factors. This approach is similar to that described 
in [7]. The objective function can be given by the formula: 
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where: f – objective function, x - allowed states, NF - the number of components of the 
objective function, fi – i-th component of the objective function, ai – weight of i-th 
component, pi – parameter of i-th component. 

In the formula 2, the values of pi parameters of the objective function should be de-
termined before the start of the optimization task. Examples of parameters that can be 
used by objective function are as follows: theoretical average speed of data transmis-
sion, average delays, the required signal strength in different places of the building [7], 
[2], network load – if more users, the less the maximum speed of data transfer [2], inter-
ference – decrease the rate of data transfer, can enhance the delay [2, 5], and others.  

In the presented research only signal strength and network load have been taken in-
to consideration. In algorithms for routers placement the number of routers is a param-
eter. Therefore, by running simulations for different values of this parameter, knowing 
desirable parameters of network, the minimum number of routers that meet the speci-
fied requirements can be determine. 

Both of above mentioned types of algorithms have been parallelized. As optimization 
algorithms pruning, simulated annealing (SA) and neighborhood search (NS) [4, 7] have 
been chosen for the experiments. For optimization algorithms only their part responsible 
for calculation the value of the objective function has been parallelized.  

3. PARALLELIZATION OF USED ALGORITHMS  

The pseudo code of the parallel implementation of COST231 algorithm for GPU is 
presented below. For each router r from the set of routers R its signal strength is calcu-
lated for each point p, from the set P, that is defined basing on the building map. The 
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signal strength of the router r in the point p with coordinates (px, py) is marked by 
r

pp yx
o , and is initiated by the suppression of the free space (LFS). Then the suppression 

of all walls (Wsuppression) which are located between the router and the measuring point 
is added (Lwi). The intersects(w, r, p) procedure is used to determine the intersection. 
In the next step the suppression arising from propagation waves of a particular fre-
quency (F) and from the distance between router and analysed point is added (LFS). 
Finally, the value of signal strength in the point p is calculated by reducing the router 

signal strength (Rpower) by the value of r
pp yx

o , . As a result the signal strength from each 

router in each measurement point is obtained.  

1: procedure COST231(R, P, W, F) 
2:   for all o € O do 
3:      o ← 0 
4:   end for 
5:   for all r € R do 
6:      for all p € P do 
7:         for all w € W do 
8:            if intersects(w, r, p)then 
9:               pressionsup

r
PP

r
PP woo

yxyx
  

10:           end if 
11:         end for 
12:         d ← distance_Router_Point 
13:         ))d(log20)F(log2055.27(oo 1010

r
PP

r
PP yxyx

  

14:          if r
PP yx

o < 0 then 

15:             r
PP yx

o ← 0 
16:         end if 
17:         r

PP yx
o ← Rpower - 

r
PP yx

o  
18:     end for 
19:  end for 
20:  return O 
21: end procedure 
In the code above it can be find two nested loops (line 5 and 6). The first loop is 

parallelized by mapping it into the grid of blocks at the GPU. The second loop is split-
ting into two loops using the coordinates of measuring points (px, py). To do this the 
size of the block has been declared as (32*32). This resulted in that a single tread per-
forms operation from lines from 7 to 17. 
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The pseudo code of the parallel implementation of calculation the value of the ob-
jective function for GPU is presented below. For each measuring point p from the set 
of all measuring points P, is searched the router r from the set of active routers R 

which has the greatest signal strength value r
pp yx

o , in the measuring point. If this signal 

is greater than the desired value of the minimum signal dp, it's value is reduced to the 

value of dp. If at a point p is the user 
yx ppc , it causes increasing the counter ur that 

indicates the number of users registered to the router r. Then the signal strength (Msum) 
and network load are calculated using the equations from [3]. Finally knowing the 
weights of a0 and a1 the value of the objective function is calculated. 

1: procedure F(O, a0, a1, C, P, dp, R) 
2:    m € M 
3:    u € U 
4:    for all p € P do 
5:       mp ← -∞ 
6:       for all r € R do 
7:          if mp < r

PP yx
o then 

8:             mp ← r
PP yx

o  
9:             rbest ← r 
10:         end if 
11:      end for 
12:      if mp > dp then 
13:          mp ← dp 
14:      end if 
15:      if 

yx ppc € C then 
16:          ur ← ur + 1 
17:      end if 
18:   end for 
19:   Msum ← add(M) 
20:   return calculate_value_of_objective_function(M, U, a0, a1) 
21:end procedure 
For parallelization the most inner loop has been chosen (lines from 4 to 18). Each 

iteration of this loop is executed as a separate thread at the GPU. All operations can be 
executed independently with the exception of operation from the line 16 that may 
requires modifying the same memory area by multiple threads at the same time. To 
avoid it, the function atomicAdd () is used. An important feature of the above parallel-
ization method is that the results of the algorithm that simulates the propagation of 
electromagnetic waves are used as input for the optimization algorithm. thanks to this 
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there is no need to transfer large amounts of data to GPU, making it possible to 
achieve larger speedup. 

4. COMPUTATIONAL EXPERIMENTS 

To confirm the usefulness of developed algorithms the series of tests have been 
performed. The tests have been carried out on the PC computer with Intel Core 2 Duo 
E8500 processor with 4 x 2 GB DDR2-800 DDR2 SDRAM memory and Gigabyte 
GeForce GTX 660 graphic card running under Windows 8.1 Pro operating system. To 
reduce the influence of the Windows multiprogramming environment, running tests 
have had a high priority and the small number of the background processes have been 
used. As programming language CUDA C / C + +, version 6 has been used [8]. For 
GPU memory allocation cudaMallocManaged () function has been used.  

During experiments as the program execution time the wall clock time has been 
measured due to the measured GPU memory allocation time were significantly less 
than computation time (in average 63 times smaller). Due to the implementation envi-
ronment square maps with the side length equal to multiple of 32 have been used, the 
walls have been spaced in the random way, when routers have been evenly distributed 
on the map. Suppression of walls was set at 10 [dB], and the routers signal strength at 
20 [dBm]. During the tests the impact of three parameters on the execution time has 
been checked: the size of the map, the number of possible routers locations and the 
number of walls. 

 
a.  Execution time                                                      b. Speedup received 

Fig. 1. Execution time and speedup as a function of the maps size (walls – 30, router locations – 81) 

In the first test the influence the size of the map on the execution time for simula-
tion the range of the routers algorithm has been checked. It may be noted in figure 1,  
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that for small-sized maps, the speedup is small and with increases the size of the prob-
lem it reaches about 46. Such a significant speedup is achieved due to the high degree 
of parallelization. Moreover, the algorithm does not require a lot of communication 
between the computer's RAM and GPU due to a lot of needed input data are created 
and used directly on the GPU. The same experiments have been done for larger maps 
sizes with less walls and possible routers location (figure 2) and obtained results were 
similar. 

 

 
a.  Execution time                                                      b. Speedup received 

Fig. 2. Execution time and speedup as a function of the maps size (walls – 5, router locations – 4) 

 
a.  Execution time                                                      b. Speedup received 

Fig. 3. Execution time and speedup as a function of the number of routers locations  
(maps size 128*128, walls – 20) 

In the second test the influence of the number of routers location on the execution 
time for simulation the range of the routers algorithm has been checked. The number 
of routers locations changed from 4 to 5929. The results of experiments are presented 
in figure 3. The average speedup is less than 45. Unlike the previous test, speedup 
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with increasing amounts of routers locations began to fall, however does not fall be-
low 35.  

a.  Execution time                                                      b. Speedup received  

Fig. 4. Execution time and speedup as a function of the number of walls (map size – 128*128,  
router locations – 64) 

In the third test the speedup for different numbers of walls for simulation the range 
of the routers algorithm has been checked. Number of the walls changed from 0 to 
930, in increments of 10. Results of experiments are show in Figure 4. Like in the first 
test, speedup increases with the complexity of the problem, until it stabilizes at a cer-
tain level. An average speedup is about 43.5. 

During testing of algorithms that optimizes the routers placement, as previously the 
impact of three parameters on the execution time has been checked: the size of the 
map, the number of possible routers locations and the number of walls. For all investi-
gated algorithms 1000 iteration have been performed during experiments. Similarly to 
tests performed for simulation of routers range square maps of different sizes were 
used, the walls have been spaced in the random way and routers have been evenly 
distributed on the map. Suppression of walls and the routers signal strength were set as 
previously. As one of the parameters of the objective function the number of WLAN 
users has been used. Users were equally distributed on the map, every 8 units (1 unit is 
1 meter). Data concerning the walls have not a practical interpretation, because their 
spatial distribution, number and parameters do not affect the computation time. For the 
SA and NS algorithms some parameters, which influenced on the quality of obtained 
results should be set [7]. Due to that the aim of these tests is to compare the execution 
times of computation on the GPU and the CPU, not the quality of solutions,  the val-
ues of these parameters are considered as satisfactory, if the NS and SA algorithms 
give results comparable to the pruning algorithm. Therefore these value have been 
fixed during experiments basing on the results obtained from the pruning algorithm.  
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a.   64 places for routers, 20 routers, 10 wall                b. map size 128*128, 3 routers 

Fig. 5. Speedup as a function of map size (a) and possible routers location (b)   

 
Fig. 6. Speedup as a function of the number of used routers (map size 128 × 128,  

possible routers locations - 64, 10 walls) 

In the first test the influence of the map size on the speedup has been checked (fig-
ure 5a). The size of map changes from 64*64 to 1024*1024. The best results have 
been received for pruning algorithm. In the next test the influence of the number of 
possible routers locations on the speed of computation has been checked (figure 5b). 
The number of possible routers locations changes from 4 to 225. For a small number 
of routers locations, for all algorithms, the CPU has advantages over the GPU. For the 
pruning algorithm the speedup was received when the number of possible routers loca-
tions  was greater than 9 and increases to value close to 8. In the case of NS and SA 
algorithms, implementation on the CPU performs better even for larger number of 
possible routers locations. It is because of the time needed to calculate the value of 
objective function depends on the size of the map and the number of routers, not the 
possible routers locations. In the last test the influence of the number of used routers 
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on the speed of computation has been evaluated. The used number of routers changes 
from 1 to 80 (figure 6).  In this test pruning algorithm from the beginning is character-
ized by the speedup over 1, when for NS and SA algorithms for small problem sizes 
CPU outperforms GPU. 

5. CONCLUSIONS 

The project is in the current study, the first obtained results are very promising. 
When using GPU for simulation the range of the routers received speedup was up to 
46 for the most of tested configurations, even for small problem sizes GPU outperform 
when comparing with CPU. For algorithms used for optimization of router placement 
results are not so good, however still satisfied. In general the execution time at the 
CPU is better for small problem sizes (small maps), with exemption of pruning algo-
rithm, which requires a lot of computation for large number of possible router loca-
tions. For the simulated annealing and neighborhood search algorithms for large maps 
sizes and number of used routers speedup was up to 10, when for pruning algorithm 
up to 15.  From the above it can be concluded that optimising algorithms can be classi-
fied onto two classes, the first that need a lot of computation and these are suitable for 
parallelization and other that are not suitable for parallelization because there are not 
computation intensive.   
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Krzysztof JUSZCZYSZYN* 

A MIXED APPROACH TO THE LINK PREDICTION PROBLEM 
IN DYNAMIC COMPLEX NETWORK 

This chapter proposes a mixed approach to the link prediction problem in complex, dynamic 
social networks. Due to extreme link volatility in short timeframes most predictors return bad results 
when applied to such networks. Hence we propose a weighted sum of three predictors based on 
totally different assumptions – time series analysis, global and local network topology (simple time 
series analysis, Katz and TTM predictors). It is shown that this approach results in very good results, 
with average score exceeding 10% which is in general an unusual result for link prediction problem 
and is very hard to achieve in large dynamic networks.  

1. INTRODUCTION – DYNAMIC SOCIAL NETWORKS  

The complexity and dynamics are inherent properties of technology-based social 
networks. As a result, they are very difficult to investigate in terms of traditional social 
network analysis methods that can effectively cope with static networks of size up to 
few hundred nodes. Currently, one of the main challenges is to investigate the 
evolution of networks at the right level of granularity and the dynamics of this 
evolution. In technology-based networks a relation between two individuals is a result 
of set of discrete events (like emails, phone calls, blog entries) about which the 
knowledge is available. Because these events have some distribution in time, this adds 
a new dimension to the known problems of network analysis [11]. As shown in [9] for 
various kinds of human activities related to communication and information 
technologies, the probability of inter-event times (periods between the events, like 
sending an email) may be expressed as: P(t) ≈ t-α where typical values of α are from 
(1.5, 2.5). This distribution inevitably results in series of consecutive events (“activity 
bursts”) divided by longer periods of inactivity.  
 __________  
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The standard approach to dynamic complex network is to divide the available 
timeframe into windows to compute the chosen structural network properties for 
networks created on the basis of data from these windows [10]. This should show how 
the measures like node centrality, average path length, group partitions etc. change 
over time, providing an insight into the evolutionary patterns of the network. 
However, the bursty behaviour of the users causes dramatic changes of any measure 
when switching from one time window to another [13][19]. There is an inevitable 
trade-off: short windows lead to chaotic and noisy dynamics of network measures, 
while long windows give us no chance to investigate time evolution of the network 
[14]. This opens a new research area, which encompasses a number of approaches 
designed to predict changes in the structure of dynamic networks [15][16]. The special 
case is the so-called link prediction problem – the estimation of probability that a link 
will emerge/disappear during the next time window. Liben-Nowell and Kleinberg 
identify a variety of topological measures as features for link prediction, the problem 
of predicting the likelihood of users/entities forming social ties in the future, given the 
current state of the network. A broad survey of link prediction methods is presented in 
[20]. It should be noted that most methods of the link prediction give rather poor 
results – the best predictors discussed in [12] can identify less than 10% of emerging 
links. It should be also emphasised that the networks analysed in [12] were built from 
arxiv publication record which differs significantly from our test cases (email social 
networks) presented below. Email networks are highly dynamic in short timescales 
and – for big networks, the number of disconnected pairs of nodes increases 
quadratically while the number of links grows only linearly [21].  

Based on our previous research, which shows that the distribution of subgraphs in 
complex networks is statistically stable and typical for the considered network even in 
the face of significant structural changes [17], and it is possible to use it in the link 
prediction problem [8] we have applied the method from [8] in an experiment 
evaluating chosen predictors against the sparse and dynamic social network.  

In this work we propose an application of weighted mixed link predictors with 
various properties to link prediction problem in highly volatile and time-dependent 
dynamic social network. It is shown, that this approach allows to gain much better 
results than any of the predictors used separately.  

2. LOCAL TOPOLOGY OF COMPLEX NETWORKS  

Standard approaches exploiting network analysis by means of listing several 
common properties, like the degree distribution, clustering, network diameter or 
average path lengths often fail when applied to complex networks [1]. During last 
years we have experienced the development of a number of methods investigating 
complex networks by means of their local structure (especially – frequent patterns of 
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connections between nodes). Investigation of evolutionary dynamics of the network at 
the link level leads to time series analysis, which can be used to predict if the link will 
emerge or not, during a given period of time, based on the known history of the link 
presence in the past. However, it is often reasonable to consider higher-order 
topological structures, which leads to the subgraph analysis. 

The simplest, and therefore the most popular way to characterize the network in the 
context of current configuration of the local connections is to examine the links 
between the smallest non-trivial subgraphs, the triads (a.k.a network motifs), 
consisting of three nodes. If we additionally decide to distinguish between the nodes 
(which is our case, for our network they are corporate email addresses) we obtain 64 
patterns of possible connections between any three identifiable nodes. 

In our former research we have investigated the local structure of numerous 
technology-based networks, among them an e-mail social network of Wroclaw 
University of Technology (WUT), consisting of more than 5 800 nodes and 140 000 
links [2], [3]. Our aim was to check if the known properties of local topology in social 
networks (known on the basis of motif analysis conducted for small social networks 
[4]–[7]) are also present in large email–based social structures, and if there are some 
distinct features characteristic to the email communication. The most important 
conclusion from these experiments was that the general motif profile of the network 
(expressed by so-called triad significance profile – TSP – a vector of the Z-score 
measures of the motifs) is stable over long periods of time [17]. These observations 
led to the idea of characterizing the evolutionary patterns of the network by means of 
the changes in elementary subgraphs, in this particular case – directed triads. In the 
following section we define Triad Transition Matrix as an indicator for characterizing 
inherent network dynamics at local topology level [8].  

In this research in order to compute the connection score between a pair of nodes 
we have decided to use an approach that sums over the collection of all paths between 
the nodes, damped by their length, which allows including the neighbourhood of the 
node in the analysis. Out of the number of methods which are based on path analysis 
we have chosen a prediction algorithm which uses Katz centrality measure [18], 
shown in the survey of Lieben-Nowell as one of the best link predictors [12]. In the 
following section we present all the methods we have used in more detail. 

3. LINK PREDICTION METHODS  

The evaluation of link prediction methods in our experiments was based on the 
principles proposed in [12]. It was assumed there, that all the predictors assign  
a predicted connection weight score(x, y) to unlinked pairs of nodes x, y, based on 
the input graph, and then produce a ranked node pair list L in decreasing order of 
score(x, y), whose values are treated as proportional to the estimated probability of 
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forming a new link between x and y. In this way each link predictor outputs a ranked 
list of node pairs which would eventually form predicted new links. From this list 
(sorted in decreasing values of scores) the set of first n entries is taken, then the size of 
its intersection with the set of new links (of the same size n) is computed. The 
percentage of the links from the predicted set, which are also present in the set of new 
links, is the prediction accuracy.  

The three approaches used in our experiments are: 
 Link state transition predictor – relatively simple and intuitive method, which 

uses statistics of the link presence in the previous time windows, 
 TTM (Triad Transition Matrix) predictor – exploiting the changes in the 

connection patterns between the triads of nodes [8], 
 Katz predictor – basing on Katz connection scores [12]. 
The above methods address the local topology features on different levels, starting 

from the single link, elementary subgraphs (triads) to the node neighbourhood with 
weights exponentially decreasing with the distance. We may think of them as acting 
on the link, triad and network neighbourhood level. 

4. EXPERIMENTS AND RESULTS 

Former observations have led us to conclusion, that when dealing with sparse, fast 
changing networks analysed in short time windows, attention should be given to: 
 Choosing effective prediction algorithms. 
 Pruning the dataset in order to exclude information about abnormal nodes (in 

email networks: rarely active, automatic – mailing lists etc.) and links.  
The approach to further pruning of our dataset, taking the above considerations into 

account will be described in the following section.  
As we know, in every organization staff uses several modes of communication like 

phones, videoconferencing, external email accounts etc. Therefore in a full email 
server dataset we observe numerous records concerning individuals who tend to prefer 
other communication channels than email. This resulted in the creation of a dynamic 
social network consisting of individuals who use an email service as a primary mode 
of organizational communication (the similar approach was utilized and justified in 
[20]). The resulting dataset (from here called the pruned WUT dataset) holds data 
reflecting email communication between 340 users during 500 days (from February 
2009 to June 2010). During this period we have observed 8733 different 
communication channels which are associated with the directed links in our network.  

Basing on the pruned WUT dataset we have created 500 networks which reflect 
the internal university communication in the consecutive one-day long time 
windows. 



A Mixed Approach to the Link Prediction Problem 101 

Despite the smaller size, the social network of active email users preserves the 
dynamic characteristics already discovered when analysing the full dataset. First of all, 
there are periodic weekly changes in the number of links present in time windows – 
during weekends (especially: Sundays) it is reduced by the order of magnitude. The 
average number of links per window is 133.9. From Fig. 1 it is also possible to 
recognize the effect of summer holidays and even shorter week-long breaks associated 
with Christmas and Easter.  

For the pruned WUT dataset we have evaluated the three link predictors described 
in sec. 1. In contrary to Katz predictor (which relies only on the network graph created 
for the preceding time window) in the case of SP and TTM predictors longer history is 
needed, in order to compute the necessary statistics. We have used the first 100 time 
windows to: 

1. Assess the link state transition probabilities for all links. 
2. Create 99 TTMs for transitions from one window to another. The averaged 

values of the entries of these TTMs were used by the TTM predictor. 
After preparatory phase described above we have evaluated all predictors on 

networks starting from the time window no. 101. The results are presented on Fig. 1 

 
Fig. 1. The performance of SP, Katz and TTM predictors 
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We observe that: 
 As in our first experiment with this dataset, the reduction of social network 

structure during weekends significantly impacts the performance of all 
predictors – for some time windows all of them have accuracy below 1% or 
even zero. 

 Pruning of the dataset described in the preceding section leads to better 
performance of the TTM predictor (more specifically, its average performance 
was 6.8% and 4.4% on networks created from the full dataset). This may be 
explained by easier to discover dynamics of the triads reflecting the changes of 
communication patterns between active email users. 

 The performance of the Katz predictor is lowest, which was expected due to the 
sparsity of the networks, for 1-day time windows they are reflecting only part of 
the structural information allowing to derive the future connections between the 
nodes which have high Katz centrality. 

 The performance of SP predictor is surprisingly good (5.9% on average), 
however we should remember that it is very selective – the SP scores can be 
effectively computed only for the links already recorded in the past time 
windows. As a result it can choose only the links which appear frequently 
between a given pair of nodes. For comparison: the TTM scores are computed 
for all entries of the incidence matrix, and in our experiment 74% of them have 
non-zero values (however the majority is close to zero). This suggests that we 
may use the SP predictor to pinpoint the links which are to appear only because 
they are frequent, even if the information in current network graph is not 
enough to support the structural predictors.  

 For the windows in which the corresponding networks have similar number of 
links, it is not clear which of the predictors should be preferred – it is not 
possible to associate the network size or time instant with the predictor which 
will be the best. Moreover, for different windows, different predictors show best 
accuracy. 

We consider the last two observations to be the most important, for they suggests 
the way of improving the link prediction performance for this dataset – fusing the 
results produced by different predictors. In order to check this approach, we have 
defined a simple Mixed Predictor (MP) which uses the weighted sum of the scores of 
the three predictors evaluated in the first experiment. Given the scores for SP, Katz 
and TTM are computed and normalized (in order to have values from 0 to 1 for all of 
them), we define the scoremixed as: 

ሻ௫ௗሺ݁ݎܿݏ  ൌ ெ்்ݓ ∙ ሻெሺ்்݁ݎܿݏ  ௧௭ݓ ∙ ሻ௧௭ሺ݁ݎܿݏ  ௌݓ ∙ ݎܿݏ ௌ݁ሺሻ 
 

where: ்்ݓெ  ௧௭ݓ  ௌݓ ൌ 1 
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The weights wTTM, wKatz and wST sum up to one and reflect the importance we are 
assigning to their respective predictors. If one of the weights equals one, it means that 
the MP is reduced to one of the formerly considered predictors. Starting from the 
already computed scores for SP, Katz and TTM, we have investigated the performance 
of the MP for the different configurations (combinations of the values of wTTM, wKatz 
and wST). The values of the weights were changing with the step of 0.1. 

Fig. 2 shows the results (prediction accuracy of the MP), with the values of wTTM 
and wKatz of the vertical and horizontal axis, respectively. For all cases the value of wST 
is computed as wST = 1- wTTM - wKatz . The entries with coordinates (0,1), (1,0) and (0,0) 
correspond to the performance of TTM, Katz and SP predictors when used alone (like 
in the first experiment). 

 

 
Fig. 2. Prediction results for different configurations of MP 

The most important conclusions from Fig. 2 are: 
 Combining predictors always leads to better performance (regardless of the 

weights), with one exception: Katz and TTM taken alone. The values on the 
diagonal show, that averaging scores returned by these two predictors degrades 

0.139
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the performance, which is never better than that of TTM. Interestingly, both are 
based on analysing the network structure – the triads and the paths in the link 
neighbourhood. This fact alone could suggest that it is not reasonable to mix 
different strategies of structural analysis, but the other values on Fig. 3 deny this 
interpretation: 

 When all the weights have non-zero values we can achieve better predictions 
than for any combination of two predictors. The maximum result is 13.9% for 
wTTM = 0.3, wKatz = 0.2 and wST = 0.5. The best configuration is reached 
with the value of wSP bigger than the others which implies that for short 
timescales even simple time series analysis could be as important as techniques 
derived from structural analysis. 

 However, closer investigation shows that there are (on average) 9.55 links per 
time window (roughly half of the 18.6 predicted for an average window) which 
were positively predicted by Katz and/or TTM but could not be detected by the 
SP due to the lack of historical data in the past windows or its score being too 
small. Finally, the performance of MP at its best configuration doubles the 
performance of any single predictor. 

Table 1. Performance of all predictors 

 

Result < 1% 

(# of time 

windows) 

Result > 10% 

(# of time 

windows) 

Best result 

(# of time 

windows) 

Best result 

without MP 

(# of time 

windows) 

Mean 

result 

SP 67 107 2 224 5.9% 

Katz 264 2 0 3 2.1% 

TTM 127 98 7 173 6.8% 

Mixed (MP) 73 343 391 - 13.9% 

 
Table 1 summarizes the results, in the first four columns the number of time 

windows for which the respective predictors returned the best results. The fifth column 
shows the accuracy of the predictors. 

CONLUSIONS 

We have analysed the performance of link predictors for an extreme example of 
dynamic social network investigated in relatively short timescales. Our aim was to 
check the methods against an environment which is fast changing and undergoes 
seasonal reduction of communication activity, which is a feature characteristic for 
social networks built from the data gathered from modern communication and group 
work-supporting systems.  
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The three link prediction strategies we have used act at different levels of analysis: 
 SP uses simple time series analysis, preferring the links which are frequent and 

emerging regardless of the higher-order network structures. 
 TTM joins the statistical features of network links with their topological 

connection patterns. The method, although based on graph analysis, utilizes the 
inherent network dynamics based on the observations of the recorded network 
history. The method shows good performance especially in the case of sparse, 
dynamic networks analyzed in short time scales. 

 Katz predictor is a classic technique shown to be effective in the case of many 
networks, mostly analysed in longer periods (like citation networks or food 
webs). Here, we have illustrated its usefulness even under conditions that 
should potentially exclude structural analysis due to short time frame and not 
enough of structural information stored in network graphs. 

 
We have shown that fusion of methods scaling up in the network structure (from 

links to broad node neighbourhood) is beneficial – we demonstrated how this 
approach may improve the performance of link prediction. 

We also conclude that factors influencing changes of the network structure are 
mixed and vary from individual interactions between individuals (which implies that 
simple time series analysis is quite effective in short timescales) to local evolutionary 
patterns (triad transitions) and the influence from the node neighbourhood (Katz link 
centrality). 
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AUGMENTED PERCEPTION USING INTERNET OF THINGS 

Internet of Things (IoT) is considered a big change in IT world or even a revolution. It is true that 
number of connected devices grows fast every day. Nowadays, the big questions are how to utilize 
such amount of data which comes with IoT and what is the role of human in it. We propose a concept 
of augmented perception in which connected smart devices can support our senses. In that approach 
human is the central element of the IoT, and can gather new information by describing his need. It is 
responsibility of smart devices to satisfy them. We chose macroprogramming method as a way to 
change behaviour of the network as a whole. In this paper we also introduce SenseSim simulator 
which allows us to build augmented perception virtually. 

1. INTRODUCTION 

Internet Of Things (in short IoT) is currently very fast growing phenomenon. Some 
of the authors claim that we are even facing new Industrial Revolution [12, 13] or at 
least the biggest change in IT world since the beginning of the Internet. However, the 
concept was developed by Kevin Ashton already at the end of the last century [11]. He 
defines IoT as a network of uniquely identifiable devices (or things) connected with 
each other in an Internet-like structure. He even claimed that the Internet of Things 
would be a kind of interface between the real world and the Web.  

The purpose of this paper is to present the concept of the augmented perception as 
a way to utilize still growing and becoming more accessible IoT issue. We believe, 
that with proper use, ubiquitous and intelligent devices may give us the possibility to 
“see” more than using our natural senses. Our work is a part of the wider concept of 
data fusion. Most of the solutions in this field, in particular based on the JDL process 
[10], treats the user mainly as a consumer of the results. It is often criticized as an 

 __________  
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approach which starts from the wrong end. However, in our work we place human in 
center of attention and focus on the information needs of the user and use the aug-
mented perception to satisfy them. 

The outline of this paper is as follows: chapter. 2 is a short comment on Big Data 
issue in IoT. We claim that more data does not always mean more information. We 
also emphasize that the information is what really user needs from the IoT. In chapter 3 
we propose a formal way to describe user’s information needs. It is based on infon 
semantic introduced by Keith Devlin in [3]. Chapter 4 introduces a concept of aug-
mented perception. It bases on Formal Theory of Perception proposed by Bennet et al. 
In [2]. We claim that IoT can be used to enhance our perception to satisfy our infor-
mation needs. Chapter 5 provides short description on key aspects of a simulator 
named SenseSim, which is able to build augmented perception virtually. Chapter 6 is  
a short conclusion of work described in this paper.  

2. BIG DATA ≠ INFORMATION 

According to CISCO, it is expected to be approximately 50 billion devices con-
nected to the Internet by year 2020 [14]. It means that it will be 50 billion sources of 
data which are relatively easily accessible. In other words with IoT we are also facing 
a Big Data issue. It is definitely great opportunity to explore the World and better un-
derstand as well as monitor both our environment and society. However we still have 
"only" data and no matter how big it is and  how do we manipulate or explore it we 
won't get nothing more. As “more” we understand an information.  

To make the difference clear it is important to define what the data and information 
are. We will follow Davenport et al. [4] who describe data as a set of discrete, objec-
tive facts about events. For example, when a customer does shopping as a data we can 
consider what he or she bought; the quantity of items;  the price etc. Basing on those 
facts we do not know why the customer chose those particular shop and it is impossi-
ble to predict if he or she is going to come back next time. That is because there is no 
inherent meaning in data, but it is in information. An information can be understand 
(just like Davenport et al.) as a message. It has a sender and a receiver. The receiver 
decides what is information for him and what is not. It has an impact on our judgment 
and behaviour. Originally the verb “to inform” meant “to give shape to” and infor-
mation is meant to shape the person who gets it, to make some difference in his out-
look or insight. 

Therefore having more data does not mean that we know more or we can make bet-
ter decisions. In other words 50 billion expected data sources is not everything to have 
more and better information. That is why we propose an approach which allows user 
to define his needs for information.  
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3. INFORMATION NEEDS 

Consider a situation when someone wants to park a car in a crowded city centre. 
One important information which she or he needs can be “there is (or isn’t) free park-
ing place in range of 100 m”. We call it a need for information and will mark as n. 
Having that we are looking for response for the need, which we mark as in. In the giv-
en case in will be just a binary value taking true when there really is free parking place 
in range of 100 m and false otherwise. Of course it is very simple case (more accurate 
need for information could be “location of the nearest parking place” and response 
could be GPS coordinates), but is useful to show basic concept of our approach. Hav-
ing n and in we are looking for a transformation k, which satisfies basic statement: 

 n
k in  . (1) 

In such a case we require a formal approach to describe an information and our need 
for an information.  

   In the information theory there are many definitions which describe information in 
a mathematical way. The fundamental work was done by Claude Shannon, who intro-
duced a measure for information [6]. It allows to count how many bits are needed to 
transfer a message. However Shannon's theory does not take into account a content of 
the message which is crucial for our work. Another scientist, Fred Dretske, used part 
of the Shannon's work to build his own theory [7]. The most important element of his 
approach is that, he distinguished two forms of information: analog and digital. Ex-
ample of the analog form of information can be a photo of a car. Watching it we ex-
tract, during cognition process, some facts about it. As an output of this process we get 
an information in a digital form. Dretske claimed that information in its digital form 
should be understand as fact that some object a has a property P. Keith Devlin in his 
work [3] extended Dretske’s idea and introduced concept of infon which is item of 
(digital) information. In a matter of fact it is very useful approach which can be used 
to describe our needs for information in a formal way. 

 An infon σ, in its basic form, can be understand as a fact that some objects a1, ... ,an 

are in some relation R. It is described in the following way: 

 iaaR n ,,...,, 1  (2) 

where R is n-place relation and a1, ... ,an are objects appropriate for R. Element i is 
called polarity of the infon and can take values 1, if objects a1, ... ,an are really in rela-
tion R, and 0 otherwise. Moreover basic infon description can be extended by adding 
elements which describe spatial location l and temporal location t. Full infon semantic 
has the form of: 



M. Dyk et al. 112

 itlaaR n ,,,,...,, 1 . (3) 

Keith Devlin, in his theory, claims that natural source of information about the world 
are situations. Only in particular situation s we can tell if the infon σ is factual. To 
indicate that we write: 

 |s . (4) 

It should be read as "s supports σ ". Situation s in this case is not a part of the real 
world. We call it an abstract situation which is a mathematical construct. Of course 
there is an intuitive sense in which to every real situation corresponds an abstract one. 
We understand abstract situation as a set of infons: 

   || s . (5) 

From this point we can say that the need for information n can be formally described 
by an abstract situation using presented notation of infons. In other words we want to 
verify if some hypothetical situation like “there is  free parking place in range of 100 
m” exists in the real world. We can describe it by infons in the following way: 

  1,,,,,100,1,,,, tlceparkingPlamemdisttlmeatLocations  . (6) 

First infon describes that the user (object called me) is at a specific location l at given 
time t and the second one describes that there is free parking place within 100 m from 
the object me.  If that verification is successful, then we say that s becomes actual 
situation and we can write: 

 Ss   (7) 

where S is corresponding to s a real situation. In such a case in (which is response for 
our need) takes the value of true. There are some conditions which must be met to 
consider s situation as actual. First of all, the description of an abstract situation in 
infon’s notation must be coherent. It means that it should satisfy following conditions 
[3]: 

(i) for no R and a1, ... ,an is it the case that:  

0,,,,...,,| 1 tlaaRs n  and 1,,,,...,,| 1 tlaaRs n , 

(ii) 2121 1,,,| aaaasames  , (8) 
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(iii) for no a is the case that 0,,,| aasames  .  

In fact being coherent is not enough to claim that situation s is actual, but only coher-
ent situations could correspond to real ones. This definition assumes that exists prede-
fined, two-place relation same, which corresponds to genuine equality of given ob-
jects. To be able to conclude, that situation s is actual we must be sure that its every 
piece of information (infon) is correct in sense of the real world. It means that actual 
situation should meet, in addition to the coherence requirement, yet another two condi-
tions [3]: 

(i)   whenever 1,,...,,| 1 naaRs   then in the real world it really is the case that a1, ... 
,an  stand in the relation R,  
 

(ii)   whenever 0,,...,,| 1 naaRs   then in the real world it really is the case that a1, 
... ,an do not stand in the relation R.  

Presented conditions show that it is two-step process to verify if abstract situation 
really is an actual. It is also an essence of transformation k introduced previously. 
Firstly a description of the need for information must be consistent by satisfying co-
herence conditions and secondly objects in real world should be in relations described 
by infons. While the first step is quite easy to validate, the second one needs commu-
nication with the real world. That is where the task for Internet of Things with its 
smart sensors begins. 

4. AUGMENTED  PERCEPTION 

Growing number of devices connected to Internet of Things gives us great oppor-
tunity to “see” more. Matt Welsh from Harvard University said once that sensor net-
works implement a concept of  “macroscope”, which means that they are a scientific 
instrument that observes entire system [1]. He distinguished three  fundamental   features 
of such observer: 

1)  Observe the world (environment, buildings,  people, etc.) at very high spatial 
resolutions. 

2)  Make these observations  continuously. 
3)  Collect the observations  in digital form. 

The above features are also adequate for Internet of Things (which is a special case of 
a sensor network). Moreover it is possible to push some “intelligence” into a network, 
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which makes the observation process smart. Basing on those facts we claim that IoT 
phenomenon can be used to expand our perception.  

Just as we did with information, we also try to describe perception in a formal 
manner. We based our model upon the Formal Theory of Perception [2] proposed by 
Bennet et al. In that theory an individual observer is a six-tuple: 

  ,,,,, SEYXO  , (9) 

where X and Y are measurable spaces, E and S are subsets of X and Y respectively, π is 
a surjective function with domain in X and values in Y, η is so called conclusion ker-
nel. Figure 1 shows how an observer works. 

 

Fig. 1. Visualization of an observer. Source: on the basis of [2] 

When an O observes it does not perceive the object of perception, but rather a rep-
resentation of some property of the interaction. Space X represents all properties of 
relevance to the observer. It is mathematical representation of a part of the external 
world which the observer is somehow interested in. Space Y represents all premises 
about events which occur in X. Based on those premises the observer can conclude 
what happen in the outside world. Function π in that case is a called perspective of the 
observer and is responsible for the transformation of events from space X into premis-
es in space Y. For example, in a digital camera the lens is a physical realization of π, 
because it transforms 3D scene into 2D  picture on digital image sensor. Set E holds 
those configurations (scenarios) which represent phenomena of interest for the observ-
er. In forest fire observation it can be fire or smoke [9]. Set S, on the other hand, holds 
the premises which correspond to given configuration E. The last element of the ob-
server’s definition is the conclusion kernel η. Its role is to provide measure which tells 
what is the probability that with given set of premises S, an event E occurred.  

Presented construction of an observer is a very handy way to model, in a formal 
manner, various sensors (an example could be system for forest fire observation [9]). 
Moreover they can work together. In such a case conclusions from one observer can 
become premises for other one as shown in Figure 2 (left side).  
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Fig. 2. Hierarchy of the observers and augmented perception concept. Source: own preparation 

We can utilize this fact to build an augmented perception. Figure 2 (right side) 
helps to explain that term using cited definition of observer. Let’s assume that spaces 
X and Y, define configurations and premises of human senses. Using them we can only 
perceive some limited part of the world. Basing on the considerations from chapter 4, 
we defined our need for information as “there is (or isn’t) free parking place in range 
of 100 m”.  

In this context, set E represents the free parking places and set S represents corre-
sponding premises which we can collect using our senses (for example, the sense of 
sight). In many situations, this can be not enough to satisfy our need. As we said be-
fore, observations from smart devices can become our premises, which means they 
may expand our space Y into Y', thus, we can obtain more premises about the interest-
ing free parking spaces, hence the set S expands to S '. Naturally our space X expands 
as well into X'. In such a case the set of observable parking spaces expands from E to 
E'. In other words, the appropriate use of intelligent, ubiquitous devices can give us 
the possibility to sense more. 

Naturally, having a lot of sensors in IoT does not mean that our perception be-
comes automatically expanded. Behaviour of the devices should be adapted to the 
given need for information. That is one of the reasons why we define our needs in  
a formal way. After that we can transform them into macroprogram for sensors, which 
will verify if relations described by infons exist in the real world. Macroprogramming 
is a way to program network of devices as a whole. There is one, high level, program 
which is distributed between sensors. Their responsibility is to interpret the program 
and adjust their behaviour to it. With respect to nomenclature which we introduced in 
chapter 4, macroprograming is a way to realize transformation k. 

We currently evaluate Abstract Task Graph (in short ATaG) as a macroprogram-
ming language [8], where programs are graphs. Figure 3 shows an simple example of a 
program which monitors temperature. It contains two tasks Sampler and Cluster-Head 
which are annotated with launch and installation rules (Sampler is installed once on 
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each sensor and Cluster-Head on one node in cluster). Sampler simply collects obser-
vations in Temperature data item, which is then transferred to Cluster-Head.  

 

Fig. 3. Example of macroprogram in ATaG language. Source: [8] 

5. SIMULATION FRAMEWORK 

There are many sensor networks simulators that can also be used to research over 
IoT. However, they mostly focus on the technical aspects of the connection and com-
munication between nodes. As examples we can mention: OMNeT++, Opnet, NS 2, 
NS 3, Exata. On the other hand, there are solutions, such as CupCarbon or Multi-
source-level Simulatoron Report which can simulate the interaction  between the envi-
ronment and sensors, however it is limited and difficult to extend or adjust. For our 
study of the augmented perception the most important is the ability to freely define the 
observed phenomena or sensors and compliance of the simulator with a Formal Theo-
ry of Perception. That is why we propose simulator named SenseSim which has, 
among others, the following features:  

 It generates sensory data from heterogeneous devices; 
 Sensors can move according to given routes or randomly within the limits of se-

lected algorithms; 
 It is compatible with IoT concept; 
 It allows to adjust network behaviour by macroprogramming (with possibility to 

support different languages); 
 Sensors observe a phenomena which can change during experiments. Every 

phenomenon can be freely reconfigured.  
 It is open for cooperation with other simulators like NS3 or Opnet. 
Devices in SenseSim are modelled as eight-tuple, which can discretely change its 

state during an experiment:  
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     )(),(),(,,,,),()( ..1..1 tSNTtRtPzOrVtLts ni
i
tnii  , (10) 

where L(t) is geographical localization of the device at time t; V is a speed; r is a radio 
range (for wireless communication); {Oi}i=1..n is a set of observers (which are con-
sistent with introduced in chapter 4 definition) associated with every perceptual ability 
i of the device; {zi

t}i=1..n is a set of collected observations from every ability; P(t) is  
a set of programs executed on the device, R(t) is a set of available resources at time t; 
SNT(t) represents part of the network which given device know. A network of the 
devices is modeled as an undirected graph, which can change its topology during sim-
ulation time: 

 ),,(),(,)( 21 sstbtEStSN  , (11) 

where S is a set of devices, which build the network; E(t) is a set of edges which repre-
sent direct communication between devices; b is a function defined on edges, which 
returns an available network bandwidth at simulation time t. Every edge means that 
two devices can directly communicate.  

We assume that sensors gather data by observing the phenomena which occur in 
the world. An phenomenon we define as a four-tuple:  

    ebnii tttstRte ,,)(),()( ..1 , (12) 

where R(t) is a set of points which represents geographical area, where the phenome-
non occurs; {si(t)}i=1..n is a set of functions which describes observation for each abil-
ity i at time t; tb and te describe moment of time when phenomenon begins and ends 
respectively.  

SenseSim is an agent-based discrete-event simulator written in Java. It has modular 
structure, which allows to easily expand its functionality. For example module respon-
sible for wireless communication between devices can be replaced with more complex 
one if the communication issues should be more precisely simulated.  

6. CONCLUSIONS 

In this work we introduced a concept of augmented perception. It is one of many 
ways to utilize the benefits of the growing IoT issue. We propose an method which 
allows user to define his needs for information and network of smart devices should 
satisfy it. It is different approach than in many data fusion systems based on JDL pro-
cess, which firstly gather observations from sensors and then proceed to explore in-
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formation from them. We consider described in this paper concept as more flexible 
and intuitive. Moreover it ensures that given output is really information for the user. 

Our method is still under development. Further works will focus on building more 
complex ontology of the relations which can be used in infons and on algorithms 
which will allow network to learn that ontology dynamically. 
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DEVELOPMENT OF OPERATIONAL PICTURE IN DSS1   
USING DISTRIBUTED SOA BASED ENVIRONMENT, 

TACTICAL NETWORKS AND HANDHELDS 

This paper summarizes the overall experience collected during the development of Network Enabled 
Capabilities demonstration (NEC-DEMO) project prepared for the European Defense Agency. The 
initial aim triggered the development of efficient data fusion and integration methods implemented in 
SOA environment and delivered for specialized tactical handhelds. In order to collect and fuse opera-
tional situation of a given scenario using JC3IEDM, NFFI and TSO integration standards, this elabo-
rated environment has been enriched with further integration options, such as Battle Management 
Systems and simulation software. Developed system – tCOP – serves as a server solution offering 
both an integration platform and a GWT-based command and control stateful portal. One of the most 
crucial part of the system is mCOP, the Android-based mobile application for tactical level com-
manders serving as a toolkit providing current operation situation, portable combat simulator and  
a tactical communicator. 

 

1. INTRODUCTION AND MAIN CONCEPT 

The main concept of the project and the demonstration itself was to prepare set of 
server and mobile software components, which will provide scalable environment 
capable of developing and delivering COP (Common Operational Picture) and CTP 
(Common Tactical Picture) products for both tactical and operational level commands. 

 __________  
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 Decision Support Systems. 
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Crucial features of the environment deliver distributed, SOA (Service Oriented Archi-
tecture) based, and reliable set of integration and decision support services, tuned for 
web and mobile access. The application of new technologies has been done intention-
ally in order to verify the NEC (Network Enabled Capabilities) concepts in military 
tactical networks and commercially available technologies for dedicated security-
oriented solutions.  

tCOP is dedicated for a decision support of tactical level command. System has 
been developed using state of the art technologies and best practices. Supplied tools 
enable allied (NATO) commanders to increase their productivity of mission planning 
and operation execution. tCOP is one of few web-based applications used for hetero-
geneous data integration and COP development. mCOP mobile application is dedicat-
ed to the lowest levels of command supporting efficient operational data flow and 
automatic monitoring of forces (Fig. 1a). The solution supports delivery of detailed 
battlespace information concerning objects, units, equipment and installations their 
combat potentials and tasks. Using the application the soldier is able to gather specific 
tactical information on equipment, warfare as well as unit resources and tasks. Fur-
thermore, detailed combat information contain not only static data, but also descrip-
tion of unit’s behavior in time (tasks). 

2. TCOP SOFTWARE’S REQUIREMENTS ACQUISITION PROCESS 

Despite requirements being modelled in a conventional way, the “untypical” term can 
be still applied to this projects specification gathering phase, as the requirements were 
gathered in quite an uncommon fashion:  

• very few general stakeholder requests described in the contract; 
• minimal ability to discuss with the stakeholder or users which greatly impeded 

identification and further understanding of requirements; 
• the discovery of features desired by the stakeholder has been regarded as one of 

the project goals; 
In case of our project the stakeholder requests refer to the area of NEC capability 

demonstration. We found the stakeholder requirements to be general and curt, that is 
why the process of investigating similar technical solutions has been applied.  

Features of the created software were verified in cooperation with stakeholders and 
the development team. Features are a product of reaching an agreement regarding 
extent and understanding of the final product. Prepared use cases and supplementary 
specifications translate the stakeholder’s product perception. In applied approach we 
have decided that the basic model can be applied, however, the process of obtaining 
the requirements and roles should be different than usual. 
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The tCOP and mCOP on the other hand aim at utilizing state-of-the-art technolo-
gies and satisfy the demand for innovative command support features. Specificity of 
this project enforced further refinement of the tCOP and mCOP application features. 
Elaborated process for requirements acquisition and modeling was a compromise be-
tween known, proved methods and innovative elements forced by the specificity of the 
project. This modeling process has been placed as a template and a good practice to be 
applied in other C4ISR (Command, Control, Communications, Computers, Intelli-
gence, Surveillance and Reconnaissance) related projects. 

3. SITUATION AWARENESS DEVELOPMENT USING SENSORS 
AND AUGMENTED REALITY 

SA (Situation Awareness) has been defined in [1] as “the perception of the ele-
ments in the environment within a volume on time and space, the comprehension of 
their meaning and projection of their status in near future” and is now being a subject 
of study in a number of domains [2]. The system utilizes handhelds at the lowest lev-
els of command for the development of near real-time tactical picture and command-
er’s situation awareness.  

The mCOP application automates many monitoring activities such as geo location, 
intensity of activity, speed, bearing and even vital functions of a commander or a sol-
dier. The process consists of two concurrent activities. The first one is aimed at the 
battlefield situation’s data acquisition and delivery. (Fig. 1c–d)  The data provided by 
the sensors and obtained from the subordinates is derived and filtered on the handheld 
itself and then sent to the tCOP server for further processing. The data describes the 
movement parameters of the unit based on the fused data from the unit’s staff. The 
second activity is oriented at acquisition of the battlefield situation’s data from the 
server. The tCOP server obtains data from the automatized processes as well as from 
the template-based messages and other sources. The tCOP server narrows collected 
data to match the situation in the vicinity of the user. Then the data is sent to the 
mCOP devices via sustained feedback connection. 

The enrichment of users’ SA is achieved by presenting inertial sensor data and us-
ing Augmented Reality perspectives containing the operational information. (Fig. 1b) 
For SA development we combined common handheld sensors’ data such as GPS, 
magnetometer, accelerometer, and gyroscope. Furthermore mCOP delivers efficient 
route planning capabilities and combat scenario simulation assessment. To enrich the 
communication capabilities within the tactical network mCOP and tCOP provides 
secure and reliable template based ADat-P3 military messaging. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

  
Fig. 1. Features of mCOP mobile toolkit demonstrating: the operational scenario collected from  

the military decision system, merged operational picture fusing allied systems, sensor fusion data, compass 

Military operations are conducted mostly in difficult conditions in terms of the en-
vironment and the information. In such situation the lack of visibility and proper ori-
entation is curtail problem general problem of locating and identifying enemy and 
friendly forces better situational awareness is required for effective operation.  

 

Fig. 2. mCOP’s Augmented Reality view (left). Operation’s data fusion schema (right) 

Believing that situational awareness in these circumstances cannot be met by using 
traditional approaches we decided to research AR (Augmented Reality) view. 

The Augmented Reality view provides the data fusion products in form of one pic-
ture on which the application evaluates the positions of allied and enemy forces within 
the range of operation supplemented with the current observer location and device 
orientation. (Fig. 2 left) This information can be further semantically processed to 
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recommend the commander most efficient course of action or movement route. Aug-
mented Reality is construct of the data about battlefield, location, data derived from 
sensor fusion and above all the camera view (Fig. 2 right). To create the AR view 
there is a need to describe the vertical and horizontal field of the camera’s view. This 
is done by measuring the visible angle one meter away from the camera. Specifying 
the angles and maximum distance to the shown units allows further view creation.  
Decision whether the unit should be displayed or not is taken on the basis of the fol-
lowing formula 

    
2

azimuthvisible bearingTo unit distanceTo unit max     (1) 

and the position of the unit marker on top of the camera display is computed by for-
mulas 

 
2

bearingTo unit azimuthwidthx width
horizontalFOV


   ,    

2

pitchTo unit pitchheighty height
verticalFOV


    (2) 

where: 
 width – width of screen, 
 height – height of screen, 

  bearingTo  – a function that returns a bearing  to the specified object, 

  pitchTo   – a function that returns a pitch to the specified object, 

  distanceTo  – a function that returns a distance to the specified object, 

 ,azimuth pitch – an azimuth  and pitch of the device 

 horizontalFOV – horizontal field of view, 
 verticalFOV – vertical field of view. 

 

 

  
  

Fig. 3. The camera’s azimuth, roll and pitch (left) [3]. Horizontal and vertical FOV (right) [4] 

 __________  

 A bearing is an angle less than 90° within a quadrant defined by the cardinal directions (N,E,S,W). 
[15] 

 An azimuth is an angle between 0° and 360° measured clockwise from North. [15] 
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Creating advanced sensor based views requires fusing the sensors output to obtain 
reliable information. In created solution data from inertial sensors and magnetometer 
are derived to obtain the position of the handheld in 3-dimensional space described by 
the Euler angles, pitch, roll and yaw, with yaw being nothing else than the azimuth. 
(See Fig. 3) Moreover these angles have to be appropriate despite of the orientation of 
the phone, meaning that the coordinates system is changing along with orientation of 
the device. When the device is held flat the azimuth is based on the direction where 
the top of the device is pointing. 

  _ 1 _value old value new value       (3) 

To smooth the sensor data a low-pass filter has been applied. The handheld creates 
a data buffer which helps to evaluate the present value which is derived based on the 
new data sample and the previous one (3). We have also experimented with Kalman 
filters, but because of the efficiency we discarded that solution. 

4. CRISIS OPERATION DATA INTEGRATION AND FUSION 

The fact that the operational data is often supplied from various, heterogeneous 
sources causes many integration problems on technical, syntax and semantics. Imple-
menting data fusion process provides data association and state estimation methods. 
Data processed in such way are more reliable and accurate which is significant in terms 
of developing multi-resolution operational picture for crisis management support.  

Data association is commonly used in cluttered environments (meaning that targets 
are close to one another). These situations hinder tracking targets and accurately de-
termine their position. It is worth mentioning that data association is the key element 
due to higher levels of fusion process, like e.g. state estimation, which leads to incor-
rect behaviour if data association is incoherent. In order to improve the reliability of 
developed environment, we used three data association techniques and algorithms: 
nearest-neighbour algorithm, K-means algorithm and probabilistic data association 
including credibility factor (Fig. 2 right). Obtained results are passed through majority 
voting mechanism. This approach reduces disadvantages of separately used methods 
providing reliable and accurate data association. 

State estimation techniques have been used in order to determine, a state of the tar-
get especially while moving. The ultimate goal of these methods is to obtain a global 
state of the target basing on the given observations. During the revision of available 
sources for conducting an estimation process, one of most flexible methods has been 
applied – the particle filter. They cope successfully with both non-linear dependences 
and non-Gaussian density functions in dynamic systems and noise. Nevertheless, in 
order to obtain low variance, the filter needs huge quantities of data, which comes at 
the cost of computational power. In order to reduce the amount of particles a signifi-
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cant assumption has been made – tracking of the targets is processed individually with 
an assumption that they do not interfere with any particles. Estimated state of the tar-
get enriches the COP product and provides additional information to support a deci-
sion maker. In developed prototype this method is used mainly to estimate the route of 
the object and determine its combat potential. 

Utilised heterogeneous data sources deliver data, which can be considered to be in-
significant or invalid. We implemented methods which extract the important data by 
utilizing fusion techniques. Such algorithms support the reliability and accuracy of the 
COP and situation awareness [5] development thus improving decision support tools. 
An important aspect of the system is its data integration and acquisition capabilities. 
Such features in tCOP have been implemented as NFFI (NATO Friendly Force Infor-
mation) standard services and JC3IEDM (Joint Consultation Command & Control 
Information Exchange Data Model) compliant database.  

NFFI [6] is an interoperability standard initiated in 2005 by ACT (Allied Com-
mand Transformation) in response to an urgent need to exchange friendly force tracks 
between national C2IS (Command and Control Information System) within the ISAF 
(International Security Assistance Force) coalition. In July 2012 was merged with 
STC (SHAPE Technical Centre) into the NCI Agency (NATO Communications and 
Information Agency). TSO (Tactical Situation Object) [7] defines standard for data 
representation and a semantic model of a situation representation for crisis manage-
ment and dispatching system perceived by a particular observer at a particular time. It 
is utilised to transfer data from such a view to console system or a dispatcher.  

 

Fig. 4. NFFI message structure – based on specification provided in [6]. The acronym FFT stands here 
for Friendly Force Tracking. VC is the abbreviation for “vehicles covered by a single track” [8] 
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Fig. 5. TSO message (OASIS_TSO_1_0) structure (left) [9], NFFI service contract in tCOP integration 
layer (right). WSDL - Web Service Definition Language; XSD - XML Schema Definition 

The TSO standard defines minimal requirements for data interoperability between 
government agencies during the disaster and emergency operations. The TSO standard 
is a specification for information exchange between emergency response institutions 
such as the police, border guard, fire department, etc. The standard can be mainly used 
to coordinate and integrate emergency response forces in crisis operations mostly by 
sharing the operational picture. TSO specification has been defined and published in 
the disaster and emergency management [9], and formulates message structure con-
sisting of: context, event, resources, and missions’ descriptions (Fig. 5 left). It is worth 
mentioning that the information describes both static and dynamic parts of crisis oper-
ation. tCOP system provides both standards data exchange. It can download and deliv-
er data in NFFI (Fig. 4) and TSO (Fig. 5 left) format. External data are mapped to 
tCOP scenario structure in order to view tactical situation. Scenarios that were created 
by tCOP can be translated to either NFFI or TSO standard. 

Integration in IT refers to such a systems’ configuration, that each one of them is 
capable of communicating with the other. In the described project we went for the 
SOA (Service Oriented Architecture) approach. Web services use SOAP protocol for 
communication and XML mark-up language to represent messages’ structure. tCOP 
uses web services (e.g. Fig. 5 right)  to communicate with other similar, JC3IEDM 
compatible, command support systems – e.g. JAŚMIN. 

5. SYSTEM FUNCTIONALITIES AND RCHITECTURE 

A command center distributed application is an interactive system for monitoring, 
supervising tasks and formulating unit tasks. The rendering of a COP utilizes data 
fusion algorithms and integration connectors. The major functionality of any military 
decision support system is the ability to provide GIS (Geographic Information System) 
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support for reflecting current or planned operational situation expressed in tactical 
symbology. The system should represent combat scenarios in form of pure relational 
data requires additional algorithms to present the situation picture, which can further 
be reused by the decision makers [10]. These tools enable allied (NATO) commanders 
to increase their SA (Situation Awareness), which in case of our system can be under-
stood as a perception of battlespace environment within a volume of time and space, 
and the projection of their status in the near future [11]. Such an approach enables 
collaboration between environment elements, improves synchronization and reduces 
delays of the communication. mCOP simplifies the delivery of CTP and COP to every 
soldier in that particular military unit. Usage of smartphones and wireless tactical net-
works improves the availability of toolkit. Services provided by the tCOP command 
system provides current situation including both military and civilian objects, infor-
mation concerning both in AOR (Area of Responsibility) and in AOI (Area of Inter-
est). All requirements for COP are described in [12]. 

 

 

Fig. 6. The tCOP as CCA application, which runs in the web browser environment 

tCOP solution allows visualization of operational situation in terms of military and 
civilian objects, their actions as well as equipment and supplies. It reflects the situa-
tion both by placing objects on the map and in the scenario objects tree widget repre-
senting formation’s command chain, all objects and administrative structure. tCOP 
provides mechanism to visualize both military objects which match APP-6A standard 
and civilian object which match TSO standard. Our solution is not only a tool for vis-
ualization of current battlespace situation, but it is also robust application mechanisms 
for mission planning. The product allows management of military objects with capa-
bility of sorting and filtering them. (Fig. 6) 
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Our solution has been developed for Java EE, which is Oracle’s enterprise Java 
computing platform. It provides environment for developing and running enterprise 
scalable, reliable, and secure network application. Java EE apps are very portable be-
cause of being vendor-neutral. 

We have designed and implemented our product according to multilayered archi-
tecture so as to allocate the different responsibilities of software to different layer. 
Moreover, we have used component-based approach to the design, development, and 
deployment of the application which is compatible with SOA approach.  

Business logic layer consists of SOA based services implemented using EJB 3.1 
(Enterprise Java Beans) components. tCOP web client layer backend software com-
municates with EJB’s using Business Delegate object’s implemented over HTTP (Hy-
pertext Transfer Protocol) standard: JAX-WS (Java API for XML Web Services) web 
services and GWT-RPC servlets.  

Persistence layer have been implemented using JPA 2.1 (Java Persistence API) 
standard approach for ORM (Object to Relational Mapping) as well as EclipseLink, 
which has been used for both management and auditing of data.  

We have reviewed some available CCA (Command C4ISR Architecture) products 
on the market and we have realized that most of them are built on the thick client 
model. This solution has a lot of advantages but it is impractical on the battleship be-
cause of poor motor skills. Based on this fact we have developed web-based applica-
tion which removes defects of standard CCA products. 

Client side has been developed according to the concept of RIA (Rich Internet 
Application). This model utilizes desktop application approach delivered as AJAX 
(Asynchronous JavaScript and XML) based client components executed in any web 
browser. (Fig. 6) GWT (Google Web Toolkit) is a set of tools and components sup-
porting the development of RIA applications in Java language. The resulting GWT 
application consists of client side layer - HTML and JavaScript generated by GWT 
transformation engine from Java code and set of server side services (mostly asyn-
chronous). The framework provides support for communication with the server us-
ing GWT-RPC (GWT Remote Procedure Call) mechanism wrapped for AJAX calls 
from client to server side, providing stateful user interface and rapid application 
delivery. 

tCOP also utilizes a security layer consisting of authentication and authorization 
services for mobile application’s functionalities access as well as for integration ser-
vices. The security layer makes use of SSO (Single Sign-On) infrastructure to simplify 
distributed and multiplatform authentication. Such approach reduces time needed for 
logging and registering within the tactical network and simplifies user access within 
military C4ISR systems domain. Moreover the data and messages are decrypted using 
RSA algorithm to ensure high level of security. 
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Fig. 7. The Diagram depicts our very own design of presented (tCOP and mCOP) applications.  
It exhibits their multi-layered architecture design as well as technologies applied 

 __________  

 JSON (JavaScript Object Notation) – is a lightweight XML data exchange format; JVM – Java 
Virtual Machine; JDBC – Java DataBase Connectivity. 

4

4
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The solution provides extensive GIS mechanisms in form of SOA components 
dedicated at obtaining spatial data and maps. Moreover it is capable of rendering both 
raster and vector type terrain layers in the same time with possibility of setting order 
of them. User has ability both to use one of many predefined web mapping services 
sources: Google, OpenStreetMaps, Bing and to specify a custom web mapping service 
source, which is consistent with either WMS (Web Map Service) or WFS (Web Fea-
ture Service) standard.  To further expand the capabilities of the spatial data visualiza-
tion, KML (Keyhole Markup Language) and GML (Geography Markup Language) 
standards have been attached to spatial data sources.  

The architecture has been outlined in Fig. 7. 

6. SUMMARY 

iCOP family of products (tCOP, mCOP) provides the information infrastructure 
for military and civilian crisis operation support. The tool is able to consume and pro-
duce standardised data sources in form of NFFI and JC3IEDM data messages and 
TSO dispatch services. The physical architecture of the prototype have been verified 
and validated in several configurations utilising ad-hoc tactical networks, active-active 
server clusters and variety of ruggedized android devices. Our product is able to pro-
cess and refine operational scenario elements fusing the data from many heterogene-
ous data sources. We have implemented three stage data integration algorithms for 
technical, syntactical and semantic data interoperability utilising ontology applications 
and semantic bridges approach [13]. Application of Augmented Reality resulted in the 
increase of the decision making efficiency during combat exercises. The tools them-
selves have been recognised by EDA (European Defence Agency) officials during the 
EU NEC demonstration, which provided rich feedback from the command staff and 
operational researchers. These data may be useful in further development of iCOP 
application suite as well as in devising better (in terms of accuracy and efficiency) 
algorithms. We are planning also to expand the tCOP support for various other mobile 
platforms.  
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In this paper, we introduce a novel application of the Internet of Things, the Decisional DNA-
based Smart Bike. The Decisional DNA is a domain-independent, flexible and standard knowledge 
representation structure; it allows its domains to acquire and store experiential knowledge and formal 
decision events in an explicit way. By using Decisional DNA, the sensor-equipped bicycle is able to 
learn its user’s weight, riding habits, etc. Main issues in using this Decisional DNA-based approach 
include adapting Decisional DNA for IoT applications, capturing and storing data on IoT, and dis-
covering and reusing knowledge from captured data. We demonstrate our approach in a set of exper-
iments, in which the bike captures data of the user and reuses such data to distinguish its user. The re-
sult shows that the Decisional DNA can be used on IoT applications enabling knowledge capturing 
and reusing. 
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1. INTRODUCTION 

During the past decade, the Internet of Things (IoT) [1][2][3] has received significant 
attention from industry as well as academia. The capabilities of the IoT for seamlessly 
integrating classical networks and networked objects [4] are the main reasons behind this 
interest [1], [5]. The basic idea of IoT is to connect all things in the world to the Internet, 
and the ultimate goal of IoT is to build an intelligent environment around us, where 
things can communicate with each other, make decisions by themselves, and act accord-
ingly without explicit instructions, and even know what we need, what we want, and 
what we like [3], [5]. Furthermore, the great progresses on computer networks and rele-
vant technologies make many conceptual applications possible. Therefore, more and 
more governments, academics, and researchers are taking part in constructing such an 
intelligent environment that is composed of various computing systems, such as intelli-
gent transportation, smart health care, global supply chain logistics, and smart home [6]–
[8]. And how do we transform the data captured or generated by IoT into knowledge to 
provide a more convenient environment to people becomes one of the most important 
emerging questions now. 

Several IoT smartness researches and theories can be found in literature. Li et al. [11] 
introduced the Smart Community as a new Internet of Things application, which used 
wireless communications and networking technologies to enable networked smart homes 
and various useful and promising services in a local community environment. The smart 
community architecture was defined in their paper, then solutions for robust and secure 
networking among different homes were described, at the end, two smart community 
applications, Neighborhood Watch and Pervasive Healthcare, were presented. In [12],  
a cognitive management framework that will empower the Internet of Things to better 
support sustainable smart city development was presented. The framework introduced 
the virtual object (VO) concept as a dynamic virtual representation of objects and pro-
posed the composite VO (CVO) concept as a means to automatically aggregate VOs in 
order to meet users’ requirements in a resilient way. In addition, it illustrated the envis-
aged role of service-level functionality needed to achieve the necessary compliance be-
tween applications and VOs/CVOs, while hiding complexity from end users. The envi-
sioned cognition at each level and the use of proximity were described in detail, while 
some of these aspects are instantiated by means of building blocks. A case study, which 
presented how the framework could be useful in a smart city scenario that horizontally 
spans several application domains, was also described. López et al. [13] proposed an 
architecture that integrates fundamental technologies for realizing the IoT into a single 
platform and examined them. The architecture introduces the use of the Smart Object 
framework [15][16] to encapsulate sensor technologies, radio-frequency identification 
(RFID), object ad-hoc networking, embedded object logic, and Internet-based infor-
mation infrastructure. They evaluated the architecture against a number of energy-based 
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performance measures, and showed that their work outperforms existing industry stand-
ards in metrics such as delivery ratio, network throughput, or routing distance. Finally,  
a prototype implementation for the real-time monitoring of goods flowing through a 
supply chain was presented in detail to demonstrate the feasibility and flexibility of the 
architecture. Key observations showed that the proposed architecture has good perfor-
mance in terms of scalability, network lifetime, and overhead, as well as producing low 
latencies in the various processes of the network operation. In [14], Lee et al. applied 
human learning principles to user-centered IoT systems. Their work showed that IoT 
systems can benefit from a process model based on principles derived from the psychol-
ogy and neuroscience of human behavior that emulates how humans acquire task 
knowledge and learn to adapt to changing context. 

Decisional DNA, as a standard, flexible and domain-independent knowledge repre-
sentation structure [17], can potentially solve and improve the problem just stated: it not 
only captures and stores knowledge in an explicit and formal way [18], but also can be 
easily applied to various domains to support decision-making and standard knowledge 
sharing and communication among these systems [15]. 

2. DECISIONAL DNA AND SET OF 
 EXPERIENCE KNOWLEDGE STRUCTURE 

The Decisional DNA is a novel knowledge representation theory that carries, or-
ganizes, and manages experiential knowledge stored in the Set of Experience 
Knowledge Structure [20]. The Set of Experience Knowledge Structure (SOEKS or 
shortly SOE) has been developed to capture and store formal decision events in an 
explicit way [18]. It is a flexible, standard, and domain-independent knowledge 
representation structure [17]. And is a model based upon available and existing 
knowledge, which must adapt to the decision event it was built from (i.e. it is a dy-
namic structure that depends on the information provided by a formal decision 
event) [21]; moreover, SOEKS can be stored in XML or OWL files as ontology in 
order to make it transportable and shareable [19,] [22].  

SOEKS consists of variables, functions, constraints and rules associated in a DNA 
shape enabling the integration of the Decisional DNA of an organization [21]. Variables 
normally implicate representing knowledge using an attribute-value language (i.e. by  
a vector of variables and values) [23], and they are the centre root and the starting point 
of SOEKS. Functions represent relationships between a set of input variables and a de-
pendent variable; besides, functions can be applied for reasoning optimal states. Con-
straints are another way of associations among the variables. They are restrictions of the 
feasible solutions, limitations of possibilities in a decision event, and factors that restrict 
the performance of a system. Finally, rules are relationships between a consequence and 
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a condition linked by the statements IF-THEN-ELSE. They are conditional relationships 
that control the universe of variables [21]. 

Additionally, SOEKS is designed similarly to DNA at some important features. 
First, the combination of the four components of the SOE gives uniqueness, just as the 
combination of four nucleotides of DNA does. Secondly, the elements of SOEKS are 
connected with each other in order to imitate a gene, and each SOE can be classified, 
and acts like a gene in DNA [21]. As the gene produces phenotypes, the SOE brings 
values of decisions according to the combined elements. Then, a decisional chromo-
some storing decisional “strategies” for a category is formed by a group of SOE of the 
same category. Finally, a diverse group of SOE chromosomes comprise what is called 
the Decisional DNA [18]. 

3. DECISIONAL DNA-BASED SMART BIKE 

The Decisional DNA-based Smart Bike is designed and developed to assist the user’s 
riding by using knowledge learned from the user’s or other people’s previous riding. 
Moreover, the smart bike can also estimate whether the rider is the user (owner) of it 
through comparison of rider’s weight and riding habits. In this section, we introduce  the 
system architecture,  and main hardware components  of the smart bike concept. 

3.1. SYSTEM ARCHITECTURE 

In order to achieve the goal stated at the beginning of this section, the conceptual 
four-layer architecture is designed for the Decisional DNA-based Smart Bike. These four 
layers are: Physical Layer, Embedded Operating System Layer, Decisional DNA Layer, 
and Application Layer (see Fig. 1). 

The Physical Layer consists of the computing units, networking hardware, memory, 
sensors, peripherals, and networking transmission technologies of the smart bike. It is  
a fundamental layer underlying the data of the higher level functions in the smart bike.  

At the second level, there is the Embedded Operating System Layer that manages the 
computing hardware of the smart bike system and provides interfaces between the Deci-
sional DNA, the applications, and the underlying hardware platform.  

The Decisional DNA Layer is the key software component of our research. It is de-
signed to work as the “brain” of the smart bike application: It analyses and routes data, 
learns from data, manages knowledge, cooperates with other mechanisms, and interacts 
with the smart bike application. The Decisional DNA Lay is composed of a set of mid-
dleware applications between the Embedded Operating System Layer and the Applica-
tion Layer, namely: Interface, Diagnoser, Prognoser, and Knowledge Repository. The 
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Interface connects the Decisional DNA Layer with its underlying layers, and provides 
knowledge-based services and functionality to the upper layer. The Diagnoser is the 
place where the smart bike’s scenario data are gathered and organized. In our case, we 
link each experience with a certain scenario describing the circumstance under which the 
experience is acquired. Scenario data are essential for learning and estimating the smart 
bike’s status. The Prognoser is in charge of analyzing scenario data, and creating experi-
ential knowledge based on machine learning algorithms. The Knowledge Repository is 
where experiential knowledge stored and managed. It uses XML described in [17] to 
store knowledge, which makes standard knowledge sharing and communication become 
easier.  

 
Fig. 1.  System Architecture for Decisional DNA-based Smart Bike 

Finally, the Application Layer is at the top. There are applications developed to ful-
fil different tasks and offer various functionalities to the end-user; and with the help of 
the Decisional DNA Layer, these applications and the whole system, become intelli-
gent with capabilities of acquiring, reusing, improving and sharing knowledge. 
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3.2. MAIN HARDWARE COMPONENTS 

The main hardware components of Decisional DNA-based Smart Bike consist of  
a NXP LPC1769 board [24], a HC-06 Bluetooth module, and a set of sensors. The NXP 
LPC1769 is an ARM 32-bit Cortex-M3 Microcontroller with MPU, CPU clock up to 
120MHz, 64kB RAM, 512kB on-chip Flash ROM with enhanced Flash Memory Accel-
erator. It supports In-Application Programming (IAP) and In-System Programming 
(ISP), has eight channel general purpose DMA controller, nested vectored interrupt con-
troller, AHB Matrix, APB, Ethernet 10/100 MAC with RMII interface and dedicated 
DMA, USB 2.0 full-speed Device controller and Host/OTG controller with DMA, CAN 
2.0B with two channels, four UARTs, one with full modem interface, three I2C serial 
interfaces, three SPI/SSP serial interfaces, I2S interface, General purpose I/O pins, 12-bit 
ADC with 8 channels, 10-bit DAC, and four 32-bit timers with capture/compare. The 
NXP LPC1769 board is easy to use, low power, and very handy to have different pe-
ripherals and sensors working together. Through the HC-06 Bluetooth module, the board 
is able to communicate with other devices, such as a smart phone, so that the captured 
data can be sent for further processing. 

4. EXPERIMENTAL TESTING OF THE CONCEPT 

We implemented the first prototype of the Smart Bike concept with two MD-PS002 
pressure sensors based on the hardware platform introduced in the previous section. The 
aim of this experiment is to evaluate the usability of the Decisional DNA applying to 
Internet of Things. First, as a whole new exploring in combination of knowledge repre-
sentation and IoT applications, whether the Decisional DNA can be adapted for IoT must 
be examined. Second, the capability of knowledge capturing of Decisional DNA on IoT 
needs to be tested. Finally, we experiment the smartness of our application by asking it 
to remember its user.  

In order to examine the adaptability of Decisional DNA, we changed the file format 
of the Decisional DNA from XML to plain text so that the captured data can be orga-
nized and stored as SOEKS on the NXP LPC1769 board. Then, two MD-PS002 pressure 
sensors were attached to the two tires of the Smart Bike to collect the real-time tire pres-
sure data.     We measure the tire pressure every one minutes both for two tires (i.e. the 
front tire and the rear tire). Table 1 illustrates a sample of tire pressure data collected at 
one time. The ID is used to differentiate two tires: number one stands for the front tire, 
while number two stands for the rear. Besides pressure, date and time are captured at the 
same time too, they are collected for future use, such as learning the user’s riding sched-
ule. 
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Table 1. A sample of tire pressure data captured 

ID Pressure (bar) Date Time 

1 1.60 2001-05-03 10:12:43 

2 1.52 2001-05-03 10:12:43 

 
By organizing and sending the captured data to an Android phone via Bluetooth con-

nection, tire pressure information is collected, stored, and ready for post-processing. 
Finally, we introduced the FarthestFirst [24] algorithm to help Smart Bike learn its user’s 
normal weight and distinguish its user from other riders: we collect tires’ pressure when 
the user is riding for some time, then if we change the rider, the bike is able to detect the 
change from the tire pressure differences. Fig. 2. and Fig. 3 illustrate the results of the 
tire pressure clustering for front tire and rear tire separately on Weka[25]. As we can see 
from these two figures, the FarthestFirst algorithm clusters the tire pressure correctly for 
the user (cluster A, marked as cross) and the another rider(cluster B, marked as solid 
dot). 

 
Fig. 2.  Result of the front-tire pressure clustering 
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Fig. 3.  Result of the rear-tire pressure clustering 

5. CONCLUSION AND FUTURE WORK 

In this chapter, we presented an initial approach that allows a bicycle to capture and 
reuse its own experiences to distinguish its user from other riders by using Decisional 
DNA. Moreover, the adaptability and usability of the Decisional DNA applying to IoT 
has been tested through the implementation and experiments. 

As the research of the Decisional DNA-based Smart Bike is at its early stage, there 
are quite a few further improvements and refinements remaining to be done, some of 
them are:  

– Refinement of the requirements of Decisional DNA-based Smart Bike, such as in-
ter-process communication protocols, life cycle management, and battery saver. 

– Further development and enhancement of the compactness and efficiency of Deci-
sional DNA applied to IoT. 

– Evaluation and comparison of different knowledge discovery approaches in order 
to optimize the data mining algorithm. 

– Further design and development for multi-sensor supporting. 
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ADDITIVE ALGORITHMS FOR 
ACCELERATED COMPRESSION OF INFORMATION 

In this article is discussed one from variants of realization of the  additive  spectral analysis in 
which the Fourier spectral analysis  represents the lossy compression   computational process  of 
the algebraic summing or real signal samples or samples of basic functions  taken at certain points 
of the interval independent variable. The application of the additive processes allows to obtain the  
very fast computing schemes with  minimum delay, that so are necessary for real time systems.  
In this paper is offered a new additive algorithm for the calculation of Discrete Cosine Transform 
(DCT), which is widely used in the practice of converting graphics and numerical solution of dif-
ferential equations. The conception of  the accelerated  calculation of DCT with use of  the addi-
tive algorithm  is considered on example of a real signal. The programs for realization of the addi-
tive algorithms  for performing of the accelerated Fourier analysis and for calculating spectrum  
of  DCT were developed. In the paper the fragments of the programs  are represented  in meta lan-
guage. 

1. INTRODUCTION 

Nowadays, spectral analysis is a crucial part of many  analytic tasks. Fast Fourier 
Transform (FFT) algorithms  and its realization in special processors are widely used 
in practice. The calculation process in accordance with the FFT algorithm begins after 
receipt all  components of the vector of values of the real signal. In the real-time pro-
cessing it is associated with a certain delay. It is noteworthy that in the real-time spec-
trum analyzer is difficult to use  algorithms for the discrete Fourier transform on the 
one hand due to the presence of multiplicative operations, and on the other because of 

 __________  
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the fact that to obtain high resolution in the spectral domain, it is necessary to use 
sufficiently extended interval analysis.  

There are two implementations of additive algorithms for accelerated calculation of 
the Fourier integral using additive formulas, which are respectively called direct addi-
tive formulas and dual additive formulas [1, 2]. When implementing the second im-
plementation of  additive algorithm for computing the Fourier integral it is done by 
means of the algebraic summation of basic functions, taken at the points, which are 
determined by calculating the definite integral of the analyzed function and comparing 
its value with a certain value that called as threshold. The main idea of the basic algo-
rithm of dual additive formulas of the Fourier transform has been proposed at [2]. 
Later, in [3], it was proposed to use this algorithm to compute the Fourier coefficients 
of the solution of differential equations in partial derivatives. The bases of theory of 
direct additive formulas was represented at [4]. In this paper we are considering  to use 
additive dual formulas for performing of the Fourier analysis and for calculating the 
spectrum of Discrete Cosine Transform. 

2. PRELIMINARIES 

Consider in more detail a method for producing of the dual formulas of additive 
spectral analysis for the approximate calculation of Fourier integrals. Its essence is as 
follows. The technology of processing of information used in the construction of dual 
formulas is similar to technology of processing of information in neural networks. It is 
known that in neural networks individual neurons generate an output signal when the 
sum of original  signals exceeds a certain threshold. Also in the implementation of 
dual AFT formulas is proposed to integrate of the investigated function and compare 
the value obtained  with a threshold. It is important to note that the proposed approach 
is based on conversion of the original  signal which is represented as a voltage value 
or as a  digital code in sequence of the values of independent variable, which often can 
be represented as moments of time. This sequence of time is determined on the one 
hand by value of the original  signal and the other threshold value equal to the value of 
the definite integral of the original  signal at each integration interval. In other words, 
converts the coding method of the original  signal. When the value of the integral of 
the original  function equals the value of the threshold, it is proposed to fix value of 
the basic functions at these points. The obtained values of the basic functions are used 
in the dual formulas of AFT to calculate values of the spectral density of the original 
function. 

Consider the theoretical foundations of the proposed method. If the basic part of 
energy of continual signals is concentrated  in  the  limited intervals  of time [-T/2, 
T/2] and frequencies [–/2, /2], then we have the following approximate relations 
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between a signal F(t) and a spectrum S() of this signal  
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We  consider a way, how may to receive integrals (1, 2) by means of algebraic ad-
dition of values sint and cost, taken in discrete values of time and frequency. 

The whole interval of integration in (1) we shall divide on some so small intervals, 
that we can present functions exp (-jt) and  F (t)  (t–tu) with an adequate accuracy by 
the linear members of Taylor series on intervals [tu – tu-1]. On each interval of integra-
tion we have 
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Possible for a real signal F (t) = f (t) such a way determine obtained discrete values 
of time so that were satisfied the conditions 
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where 
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It is obvious, that the sequences of discrete values of time tu( ) are defined com-
pletely by function f (t), as it is the moments, in which integrals (7) from function f (t) 
receive an increment T. It is natural  that the number of intervals of integration Nf, 
depends on T, as  a parameter, and also from function f (t), and consequently before-
hand cannot be defined. 

Then we shall obtain evaluation of (1,2) 
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what is more in calculating the values of (9) and (10) is used the same grid values of 
the analyzed function.  

Similarly for evaluation of  integral (2), it is possible to receive the dual additive 
formulas for  determination of values of function on the given values of its spectral 
density [2 ]. 
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3. COMPUTER SIMULATION 

We have developed a computer program to simulate of the additive algorithms and 
have investigated filtering properties of this method calculating the spectral density of 
a signal. For performing test of additive algorithms, we had to simulate the work  ana-
log to digital converter.This converter instead to give on the output a value of the orig-
inal function, produces integration of the original function by the independent varia-
ble, and then compares the integral with a threshold value set a priori and when the 
value of the integral becomes equal to the threshold, gives value of the independent 
variable at this point in the form of digital code. Computer simulation have been per-
formed with the following conditions: the interval of investigation of a real function 
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and the interval of the spectral density are equal to 2π. The text of the main part of the 
program is very simple. 

 
Input: 
 interval_T – interval of a time analysis 
 lambdaF    - threshold 
 nr         - number of intervals of integration 
 function(time_tq)- original  function 
  
Output: 
 AAk(omega_k) – value of the spectral density in a 
                   point omega_k 
 while time_tq <= interval_T 
 nr++ 
 AAk(omega_k) = AAk(omega_k)+ 
          cos(omega_k,tableTime[nr])*lambdaF 
 end while 
return AAk(omega_k) = AAk(omega_k)/M_PI 
 
Simulation of the work of the analog-digital converter is performed in accordance 

with the following fragment program’s, that is given below. The result of the work of 
this fragment program's is obtaining of the table of values  of the independent variable, 
where integral of the original function is equal to the threshold value. This table la-
beled as tableTime[] in the main fragment of the program (see up). As mentioned 
above, this work is carried out only once, and then the results are used repeatedly to 
compute all values of the spectral density. 

 
Input: 
 time_tq    - value of time in a point q 
 dtime_tq   - elementary interval of a time 
 interval_T – interval of a time analysis 
 lambdaF    - threshold 
 intl       - value integral  on elementary interval 
 intlm      - module of value integral 
 nr         - number of intervals of integration 
 function(time_tq)- original  function 
 
Output: 
 tableTime[nr]   
 
 while time_tq <= interval_T 
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   while intlm <= lambdaF  
   intl = intl + function(time_tq)*dtime_tq 
   intlm = intl > 0 ? intl: - intl   
   time_tq = time_tq + dtime_tq 
   end while 
intlm = 0 
nr++ 
tableTime[nr] = time_tq 
end while 
 
To estimate of the result of modeling we will compare it with the result of the inte-

gration (1) using Euler numerical algorithm of integration. The text of the main part of 
the program is represented below. 

 
Input: 
 omega      - value of the frequency original 
              function 
 omega_k    - value of the frequency in a point k 
 time_tk    - value of time in a point k 
 dtime_tk   - elementary interval of a time 
 interval_T – interval of a time analysis 
 nk         - number of intervals of integration 
 function(omega,time_tk)- original  function 
  
Output: 
 Ak – value of the spectral density in a point    
          omega_k 
 
 while time_tq <= interval_T 
 Ak = suma_Ak + function(time_tk)* 
                   cos(omega_k,time_tq)*dtime_tk 
 time_tk=time_tk+delta_tk 
 nk++ 
 end while   
 return Ak = Ak/M_PI 
 
We performed experiments when original signal it is:  

    ,**cos
6

1




s

timeomegastf  time [0, interval_T],  (12) 



Additive Algorithms for Accelerated Compression of Information 151

that is represented on Fig. 1. This figure shows the values of the original function, in 
which the definite integral of a function on the elementary integration interval be-
comes equal to the threshold value. On the graph these values of the function denoted 
as black points. 

 
Fig. 1. Original  signal with set of points, where are taken the values of the basic functions 

Spectral analysis was performed by means of additive algorithm with such parame-
ters:  interval_Ω  [0, 6.28], lambdaF=0.1, dtime_tq=0.01, nr=58, at that the number 
of intervals of integration is dependent from original  function. The result of the exper-
iment is shown on Fig. 2. 

    
Fig. 2. Spectrum of the original signal, was calculated  by means of additive algorithm  

and Euler algorithm 

Graph showing the results of analysis performed by means of additive  algorithm is 
shown as a shaded surface and a graph showing the results of the algorithm is shown 
in curve Euler without hatching. Spectral analysis was performed by means of Euler 
algorithm with such parameters: interval_Ω  [0, 6.28], dtime_tq=0.098, nk=64. The 
simulation results are also presented in Table 1. In the table represented value of the 
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spectrum, received by means of additive and Euler algorithms, for original function, 
graph of which shown above, Fig. 1. 

Table 1. Comparison of the additive algorithm and Euler algorithm  

Algorithm 1*omega 2*omega 3*omega 4*omega 5*omega 6*omega 

SOA 1.022 1.029 1.04 1.019 1.007 0.969 

Euler 1.187 1.187 1.187 1.187 1.187 1.187 

 
We see that errors that is received as a result of the simulation with applying addi-

tive algorithm  less errors that were received as a result of the simulation with apply-
ing Euler algorithm. Important, that such result was received, when number of points 
in grid of values of the independent variable additive algorithm was less than in Euler 
algorithm. 

Now consider the application of additive algorithm for to calculate DCT conver-
sion, which is widely used for image compression. It is known, that a DCT is a Fouri-
er-related transform. In general, there are eight standard DCT variants, of which four 
are often used. Let us consider development DST-II conversion which the most com-
monly used in modern technologies of compression of visual and audio images, such 
as JPEG and MPEG [5]. DCT, as cosine transform, assumes an even extension of the 
original function. In DCT the N real numbers x0, ..., xN-1 are transformed into the N real 
numbers X0, ..., XN-1 according to the formulas: 
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Thus DCT is used to convert f (0), ..., f (N-1) real numbers in a series of real num-
bers G (0), ..., G (N-1), where G (0)  is the average value of the sample sequence. Ac-
cording to (9) transform the formula (14) as follows 
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Suppose that at our disposal, there is only a table of values of the original function, 
which is represented with a uniform step in the independent variable. For  testing of 
the additive algorithm as  original function was selected the result of the scan real 
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image. For example, take the result of scanning of a monochromatic color component 
of the image represented in the system RGB at 24 bits. In this case, each color is rep-
resented by 8 bits, therefore brightness of the image points  lie in the range 0–255.  
On Fig. 3 is shown the testing function and with offset by 200 units below DCT con-
version of the testing function  performed  by traditional algorithm. The main frag-
ment of the program for DCT calculation is represented below. 

Input: 
 N - number of values of the spectrum          
 n - the current number of values of the original 
     function 
 k - the current number of values of the DCT 
 function(n)-value of the original function in point n  
  
Output: 
DCT(k) – value of the spectral density in the point k 
 
for(n=0; n<=N-1; n++) 
DCT(k) = DCT(k) + 
       function(n)*cos(M_PI*k*(2*n+1)/(2*N)) 
end for 
return 
DCT(k) = DCT(k)*sqrt(2/N) 

 
Fig. 3. Original signal and spectrum of the original signal, performed by DCT algorithm 
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In accordance with the idea of additive algorithm a grid of values of the independ-
ent variable, in  nodes of which should be chosen values of the basic functions is ir-
regular and is determined in the process of integration of the original function. For the 
simulation of analog digital convertor in this case, we have to perform a linear interpo-
lation in the intervals between the values of the original function, defined in the table 
of its values. After interpolation, it is necessary to carry out the integration, the result-
ing function so as to obtain a table of values of the independent variable (tab-
leTime[nr]), just as was done earlier in the program for simulation of analog digi-
tal convertor. The text of the main part of the program for modeling of the work of 
additive algorithm at calculation ADCT is represented below. 

 
Input: 
 lambdaF    - threshold 
 N  - number of values of the spectrum and 
        number of values of the original function 
 Nd - number of intervals of integration 
 n  - the current number of values of the original 
     function 
 k  - the current number of values of the ADCT 
 nr - number of interval of integration  
   
Output: 
 ADCT(k) – value of the spectral density in a point k 
 
 for(n=0; n<=Nd; n++) 
 ADCT(k) = ADCT(k)+ 
           cos(M_PI*k*(2*tableTime[nr]+1)/(2*N)) 
 end for 
 
return 
ADCT(k) = ADCT(k)*lambdaF*sqrt(2/N) 
 
In accordance with the above fragment of the program experiment have been per-

formed. The experimental conditions were as follows: N [0, 199], tableTime[], 
was defined with parameters dtime_tq = 0.098 and different value of Nd and lamb-
daF.  The simulation results are presented in Fig. 4, on which is shown the graph of 
the ADCT and graphs of errors, that are displaced downwards along the ordinate on 
100 and 200 units respectively. On graph of errors, displaced downwards along the 
ordinate on 100 units, is represented the experiment, when lambdaF is equal 132 units. 
The number of the points, in which we are needed to take the value of the basic func-
tion, equal 221. That is in the last fragment of the program Nd = 221. On graph of 
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errors, displaced downwards along the ordinate on 200 units, is represented the exper-
iment, when lambdaF is equal 73 units. The number of the points, in which we are 
needed to take the value of the basic function, equal 397. That is in the last fragment 
of the program Nd = 397. 

 
Fig. 4. Spectrum of the original signal, performed by additive algorithm, and graphs of the errors 

In addition in the experiment was conducted calculating of the average reducial er-
ror  according to formula 
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and is represented average reducial error modulo according to formula 
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Table 2. Comparison errors of the additive algorithm  

lambdaF Nd errorAv errorAvm 
64 452 0.038 0.040 
73 397 0.036 0.041 
96 303 0.034 0.041 

132 221 0.027 0.064 
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The results of the experiment are shown in Table 2. Table provides information as 
about average error as and about average error obtained by addition modules of the 
errors on the analysis interval, where maxDCT = 244. It is interesting to note that the 
reducial average error in a certain range is only slightly dependent on the number of 
samples of basic functions Nd. On the other hand reducial average modules errors 
increases rapidly when the number of samples approaches N, to number of samples of 
the original signal in DCT algorithm. Generally practical equality of the  reducial aver-
age error to  reducial average module errors suggests that there is a systematic displace-
ment  of results towards smaller values. This phenomenon can be seen in Figure 4, where 
were shown graphic representation of errors. This trend makes sense to explore. 

4. CONCLUSIONS 

The positive feature of the proposed method is that it can be applied in every inte-
gral transform of the signal with different basic functions. For this the original  signal 
have to be  converted into a sequence of values of the independent variable, in every 
of where value of the definite integral from original function are equal to the value of 
the threshold as described above. Application of the proposed algorithms in practice 
makes sense  if  is opportunity to have the values of basic functions in points irregular 
grid  values of the independent variable studied function. 
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GESTURE RECOGNITION INTERFACE ARCHITECTURE  
FOR VIRTUAL SIMULATION  

One of the methods of human-computer communication during training using virtual simulators 
is the ability to detect people's gestures. The development of an interface between the device de-
signed to detect gestures and the virtual simulation environment allows the introduction of direct in-
teraction between real people and simulation objects. The gestures made by a real person can be used 
to issue commands to other people (avatars) operating in the virtual simulation environment. This ar-
ticle presents an exemplary application of the Kinect device in conjunction with a virtual simulation 
environment VSB2 (Virtual Battlespace 2). The proposed mechanism is part of a wider interface al-
lowing advanced human-computer interaction. 

The paper presents the interface architecture designed by the authors of this article, as well as an 
example of its implementation in a virtual VBS2 simulation environment. 

1. INTRODUCTION 

One of the uses of virtual simulators is enabling carrying out communication be-
tween the real world and simulated objects. This need stems from the necessity of 
interacting in the field of training using simulators [7]–[9]. There are many different 
ways to implement such communications. One method is to detect gestures of real 
people and transferring them to the virtual world. The presented solution is one of the 
components of the “immersive”-type virtual simulation, which ensures greater realism 
during training, and increases the range of possible to use functionalities associated 
with the human-computer interaction. 

The architecture is presented in this paper, which enables the connection of support 
devices detecting gestures with a programmable virtual simulation environment  
VBS2 [1]. The Microsoft Kinect device was used in the proposed solution for detect-

 __________  
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ing gestures. A method of combining the gesture detecting module implemented in  
C language with the virtual simulation environment in the form of responses of simu-
lation objects on selected gestures of a real person. 

In the next few chapters properties of the used Kinect device are presented, as well 
as the designed architecture of the gesture recognition interface, basic software com-
ponents of the implemented interface, the method of communication between the 
software running on the Kinect device and the simulation software. Finally, the issues 
on predicting states of objects in virtual simulation will be presented as well as  
a summary of the entire paper.  

 2. BASIC PROPERTIES OF THE KINECT DEVICE  

The Kinect device was originally designed only for the Xbox 360 as a motion sen-
sor input device. The Kinect device interface uses gestures of the entire human body 
to communicate with the program. The device is currently available on PC, and thanks 
to Microsoft releasing the SDK package using C++ or C #, you can design your own 
software on this platform. 

The device consists of two cameras, an infrared emitter, a set of four directional 
speakers, an accelerometer, and a head position control motor. One of the cameras is  
a simple RGB camera recording at a resolution of 640x480. It is used inter alia for apply-
ing texture to virtual objects. The second camera is the so-called “depth camera”, which 
in cooperation with the infrared emitter forms an image depth map. This allows the user 
gesture recognition to be performed in three-dimensional space. The infrared emitter 
displays a series of points in front of the camera that are thrown onto the player and 
his/her environment, the depth camera is equipped with an infrared filter, so that it “sees” 
these points, a map creates them and applies the image from the first camera. This way, 
the device distinguishes which of the points in the image is closer, and which further 
enables three-dimensional interpretation of the recorded space. Kinect allows tracking 
two active players simultaneously by dividing their body outline into forty-eight sectors 
(the so-called joints), which are tracked throughout the operation of the program. 

3. THE ARCHITECTURE OF THE SOLUTION 

The architecture of the gesture recognition subsystem, using the Kinect device in 
the VBS2 simulation environment, includes the following components: 

•  VBS2MainModule.exe – Main Module of the system. 
•  VBSPlugin.dll – VBS2 system plug-in. 
•  KinectVBS2.exe – Microsoft Kinect service module. 
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•  ScriptSender.exe – SQF script console module. 
•  Connector.exe – connector module. 

 

 

Fig. 1. The architecture of the interface 

The main module should be a window application that runs on Windows. Its task 
will be to establish a connection with the plug-in and all the external controllers. For 
each external controller the module should allow the determination of what kind of 
control signals will be received and a specific action for each of them should be as-
signed within the VBS2 simulation. These actions will be: simulating the pressing of 
any key on the keyboard, performing one of the predefined scripts, performing one of 
the user-written scripts. The module should contain a fully editable library of ready 
scripts in SQF [1], which stores basic commands that a user might want to use during 
training. External controllers such as Microsoft Kinect will not have to be physically 
connected to the computer, on which the module will be started; the communication 
between modules was designed to operate via LAN. The module allows simultaneous 
communication with a number of controllers of the same type, and each of them can 
be assigned an individual dictionary of events. 

The purpose of the plug-in is to receive signals from the scripts sent by the Main 
Module and executing them in the same order as they were sent. In the first version of 
the system one-way communication was assumed, that is, the plug-in should only 
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receive information, the implementation of two-way communication is not ruled out in 
the future, so that, for example, a player possessing a phone on him/her was informed 
through vibrations that he was hit. In the event of an unforeseen connection interrup-
tion with the Main Module, the plug-in should perform all previously received scripts, 
and then wait for reconnection. Regardless of the fact whether the Main Module is 
active and connected with the plug-in, the plug-in should allow standard user unit 
control using the mouse and keyboard 

The application should detect the Kinect connected to the computer, check and re-
port its status (whether it is turned on and ready to work) and connect to the Main 
Module. The user should be able to configure the address of the computer on which 
the Main Module is operating and the port to which the Main Module receives the 
transmitted data. By using Kinect it should be possible to track the movement of the 
user, to detect pre-defined static and dynamic gestures. Information on the detected 
gesture should be transferred to the Main Module, only if this gesture will be done 
entirely and correctly. The sensor module includes its own dictionary clearly explain-
ing gestures that are to be detected. After detecting a gesture its identification infor-
mation is sent to the Main Module, which based on its dictionary “gesture id – script” 
transfers the appropriate script for execution to the plug-in. 

 4. COMPONENTS OF THE MAIN MODULE 

Functions and objects required to implement: 
Server threads – application for each connection with an external controller cre-

ates a separate, dedicated thread. This thread is responsible for establishing and main-
taining a connection and exchange data with the external controller. 

Script and key queues – each control signal will result in sending a command to 
be performed of a specific script to the plug-in or simulating a keyboard key being 
pressed. Scripts and keys are received from all threads and collected into two global 
FIFO queues, one for scripts and one for keys. Because queues are on the main appli-
cation thread, a direct reference to them from many other threads will be impossible, 
therefore it is necessary to implement an asynchronous mechanism for inserting ele-
ments into queues. 

Communication thread with the VBS2 plug-in – communication with the VBS2 
system will also be done in a separate thread that will collect data from the queue of 
scripts and keys and send them directly to the plug-in. 

Dictionary parsing mechanism – delivered in the form of an XML file dictionar-
ies (e.g. Microsoft Kinect module) will have to be parsed to objects on the basis of 
which the Main Module will be mapping out the resulting identifier for the script or 
the key. 
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The mechanism of “capturing” the VBS2 process – to simulate the pressing of  
a key the VBS2 process needs to be “captured” and be told to listen to not only real 
keyboard keystrokes, but also those simulated by the Main Module. 

Keystroke simulation mechanism – a feature that will act as a virtual keyboard 
for the main module. If a control signal will require simulation of pressing any key on 
the keyboard, the Main Module will transmit information to the VBS2 simulation on 
the key that was pressed, so that the simulator can perform the action assigned to the 
key. 

Communication – communication between modules can be based on the mecha-
nism of named links or sockets.  

5. MICROSOFT KINECT MODULE  

This module with the help of the Microsoft Kinect camera recognizes gestures per-
formed by the user and sends the identifier assigned to them to the Main Module. An 
action will be performed based on the dictionary “action identifier” in the Main Mod-
ule, i.e. simulating the pressing of a key or sending the SQF script for simulation. 

The “Simple Gesture Processing using the Kinect for Windows” project was used 
for recognizing gestures. The main element of the project is the Gesture Framework –
the framework provides the functionality of tracking user profiles and recognizing pre-
defined gestures made by him/her. The framework enables the recognition of dynamic 
gestures. 

6. COMMUNICATION MECHANISM BETWEEN MODULES 
BASED ON “NAMED PIPES” 

Communication in the form of the “named pipes” mechanism was used in the pre-
sented solution. Named pipes is a mechanism of sharing memory allowing processes 
to communicate with each other. Any process that knows the name of the named link 
can access it. Implementation of the process in various technologies (C++/C#) does 
not impact the possibility or the quality of communication. A process that creates  
a link is called a server, and the process that requests access to the link is the client.  
In the case of the created module the server is the main module, and the clients the 
external controller modules and VBS2 plug-in. 

Links for both servers and clients are created in separate threads, and only for the 
requested external controllers. Character tables are collected from key and script 
queues and transmitted through links. 
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The processing algorithm for the server thread (see Fig. 2): 
1. Create a link with a specific name. 
2. Await client connection. 
3. If the client connects, then until the thread does not end or no communication er-

ror occurs: 
3.1. Check, if there are any character tables in the queue to be sent. 
3.2. If so: 
3.2.1. Remove one element from the queue and send it via the link. 
3.2.2. Return to point 3.1. 
3.3. If not, return to point 3.1. 

 

 

Fig. 2. Server thread algorithm 

The processing algorithm for the client thread (see Fig. 3): 
1. Create a link with a specific name. 
2. Connect to link. 
3. Until the thread does not end or no communication error occurs: 
3.1. Remove character tables from the link. 
3.2. If the table length is greater than zero then place it in an appropriate queue. 
3.3. Return to point 3.1.  
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Fig. 3. Client thread algorithm  

7. GESTURE FRAMEWORK 

To implement the presented solution a framework was used, which is based on the 
observation of changes in coordinates of specific parts of the body in accordance with 
each other, at specified intervals. Two body parts should be given within the definition 
of the expected gesture in the configuration file, the relation they are to be placed in at 
the start of the gesture, the relation ending the gesture, and the maximum time execut-
ing the gesture. Allowed relations include: 

  None 
  Above 
  Below 
  LeftOf 
  RightOf 
  AboveAndRight 
  BelowAndRight 
  AboveAndLeft 
  BelowAndLeft 
The engine of the framework after reading the configuration file analyzes the data 

sent by Kinect “searching” for defined gestures.  
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The main classes of the framework: 
GestureComponents – it includes a description of a single relation between two 

body parts. The description consists of two gesture stages: start and end position of 
body parts in relation to each other. 

Gesture – GestureComponents type list consisting of a unique identifier as well as 
description.  

GestureMap – a set of features that allow reading and operating gestures described 
in the configuration file.  

GesureComponentState – enables tracking the state of individual gestures de-
scribed in GestureComponents. 

GestureState – manages the state of the carried out gesture and reports if one of the 
awaited gestures was carried out. 

GestureMapState – creates and tracks the map of all started gestures, the status is 
continuously updated.  

8. PREDICTION MECHANISM 

The mechanism of prediction in virtual simulation can also be used to compensate 
for delays resulting from the applied system and hardware architecture of the simula-
tion environment. The solution is of particular importance in case the simulation con-
cerns highly dynamic processes of change and very short times of their operation such 
as rapid movement of an object, bullet shot, etc.. Currently, the most commonly used 
virtual simulation system architecture makes use of simulations with a stepping time 
(1 step = ~ 10–20 ms). Such a solution means that in step x the simulator processes 
events taking place in the virtual world (e.g. location of objects and their interactions 
with other objects, phenomena of physics and behavior of objects, etc.). Then, the 
effects of this step are transferred to the other computer components (e.g. graphics 
module, graphic card, and monitor) for further processing, which in effect allows for 
an interaction with the user. In the case of rapidly occurring processes it means that 
what the user sees on the screen is delayed by d1 ≥ 1 steps, i.e. x – d1 steps in relation 
to what the processor is currently processing in the virtual simulator memory. The user 
reaction to the presented situation makes it concern the visualized step x, while the 
CPU processes the step of at least x + d2, where d2 ≥ 1. In addition, communication 
signals through technical devices from the user to the simulator are also delayed, in 
that after it reaches the virtual simulator it is not the actual time in relation to the step 
currently being processed e.g., x + d3, where d3 ≥ 1. As long as technical solutions 
will contribute to such high delays in data processing and transmission in relation to 
the phenomena taking place, then one of the methods that allow minimization is by 
using of prediction mechanisms. These mechanisms should be used in relation to the 
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most important processes of interaction between the simulator and the user, which 
delays negatively affect the efficient use of “immersive”-type virtual simulation. 

In the first step the total delay time should be estimated that is caused in the simu-
lator system by software and hardware components moving from simulator to user and 
from user to simulator. Then, for the selected events determine their adjustments re-
sulting from the estimated delay times and applying it according to the technical pos-
sibilities or in the simulation environment or on an external device or its software. 

9. CONCLUSION  

A designed and implemented a mechanism for recognizing gestures is a universal 
and configurable tool for human-computer communication. The results of the carried 
out tests of recognizing different gestures and their transfer to the virtual world prove 
its usefulness, because they can reflect even more complex behavior of real people. 

The use of the properties of an advanced gesture recognition device, the kind that 
Kinect is, enabled the introduction of a very intuitive communication between man 
and objects operating in a virtual simulation. The proposed mechanism of the gesture 
recognition of real people is a very natural way of communication and may become 
the base of different types of exercises and computer-aided training using virtual simu-
lators. 
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AN HEURISTIC SOLUTION PROCEDURE FOR SOLVING 
THE PROGRAMS SCHEDULING PROBLEM 

IN MULTIPROCESSING COMPUTER SYSTEM 

The paper presents results of research on the problem of time-optimal programs scheduling and 
primary memory pages allocation in multiprocessing computer system. We consider an multipro-
cessing computer system consisting of m parallel processors, common primary memory and external 
memory. The primary memory contains N pages of identical capacity. This system can execute n in-
dependent programs. Because our problem belongs to the class of NP-complete problems we propose 
an heuristic algorithm to minimize schedule length criterion, which employs some problem proper-
ties. Some results of executed computational experiments for basis of this heuristic solution proce-
dure are presented. 

1. INTRODUCTION 

Scheduling problems can be understood very broadly as the problem of the allocation 
of resources over time to perform a set of tasks. By resources we understand arbitrary 
means tasks compete for. They can be of a very different nature, eg. energy, tools, mo-
ney, manpower. Tasks can have a variety of interpretation starting from machining parts 
in manufacturing systems up to processing information in computer systems. 

A structure of a set of tasks, reflecting precedence constraints among them, can be de-
fined in different ways. Different criteria which measure the quality of the performance 
of a set of tasks can be taken into account [4, 6, 9–20]. The time-optimal problem of 
tasks scheduling and resources allocation are intensive developing, as in [9, 10, 18, 19]. 
The further development of the research has been connected with applications, among 

 __________  
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other things, in many production processes and in multiprocessing computer systems, as 
in [1, 2, 3, 5, 7, 8, 21]. 

In multiprocessing computer systems is usually used common primary memory with 
limited capacity and external memory. The external memory has significantly longer 
access time and this is why minimization of the number of demands to the external 
memory during programs processing is necessary. 

In this paper the problem optimization of programs scheduling and optimal allocation 
of primary memory pages to the processors are considered. These programs scheduling 
and primary memory pages allocation problems are very complicated problems and be-
longs to the class of  NP-complete problems. Therefore in this paper we propose an heu-
ristic algorithm for solving of a optimization problem. In the second section formulation 
of optimization problem is presented. In the third section an heuristic algorithm is given 
and in the fourth section several experimental results on the base this heuristic algorithm 
are presented. Last section contains final remarks. 

2. FORMULATION OF THE PROBLEM 

We consider an multiprocessing computer system (as shown in Fig.1) containing m 
processors, common primary memory and external memory. This system can execute n 
independent programs.  

 

 
Fig.1. Multiprocessing computer system 

This system can execute n independent programs. We assume about this system, that 
it is paged virtual memory system and that: 

 the primary memory contains N pages of identical capacity, 
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 each the processor has access to every one of N primary memory pages and may 
execute every one of n programs, 

 the external memory contains Nz pages (the external memory pages capacity is 
equal to the primary memory pages capacity), NN z  , 

 during execution of all n programs, the number of uk primary memory pages is al-

located to the k-th processor; Nu
m

k
k 

1

. Each processor may use only allocated 

to him the primary memory pages. 
Let },...,2,1{ nJ   be the set of programs, },...,2,1{ NU   set of primary memory 

pages,  P denotes the set of processors },...,2,1{ mP  . Processing time of i-th program 

on k-th processor is given by following function: 

 ,,1,,),( JimkUu
u
bakuT k

k

ik
ikki   (1) 

where aik > 0, bik > 0  parameters characterized  i-th  program and  k-th  processor. 
This programs scheduling and primary memory pages allocation problem in multi 

processing computer system can be formulated as follows: find scheduling of n inde-
pendent programs on the m processors running parallel and partitioning of N primary 
memory pages among m processors, that schedule length criterion is minimized.  

Let mk JJJJ ,...,,...,, 21  be defined as subsets of programs, which are processing on the 

processors 1, 2,..., k,..., m. The problem is to find such subsets mk JJJJ ,...,,...,, 21  and 

such pages numbers ,,...,,...,, 21 mk uuuu which minimize the Topt of all set J:  
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The assumption (iii) is causing, that the stated problem is very complicated therefore 
to simplify the solution our problem we assume in the sequel that primary memory pages 
are continuous. The numbers of pages obtained by this approach are rounded to the inte-
ger numbers (look Step 13 in the heuristic algorithm) and finally our problem can for-
mulated as following minimizing problem: 

  












 



km

m Ji
kimk

uuu
JJJopt kuTT ,

~
maxmin
1

,...,,
,...,,

21

21

 (3) 

under the following assumptions: 

,,...,2,1,0,)(

,,,,...,2,1,,)(

1

1

mkuNuii

JJtsmtsJJi

k

m

k
k

m

k
kts











 

where  RmNTi },...,2,1{],0[:
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 is the extension of function },...,2,1{: NTi  
 Rm},...,2,1{  and formulated by function: 
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     Taking into account properties of the function ),(
~ kuT ki , it is easy to show the truth 

of the following theorem: 
 
Theorem 1 
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Condition (i) of Theorem 1 shows, that all the primary memory pages are used in the 
optimal scheduling and condition (ii) shows, that processing time of each processor is 
the same. Proof of Theorem 1 can be found in [8]. 

We define function ),...,( 21 mJJJF , which value is solution following system of 

equations: 
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On the basis of  Theorem 1 and (5), problem (3) will be following: 
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3. THE HEURISTIC ALGORITHM 

We assume that the first processor from the set P has highest speed  and the last pro-
cessor from the set P has least speed. We assume also if be of assistance in pages alloca-
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tion so-called partition of pages coefficient ;  > 1. To the last m processor is allocated 
um pages according to the following formula: 
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To the remaining processors are allocated pages according to the formula: 

 .1...,,2,1;)(  mkukmu mk    (9) 

The proposed heuristic algorithm is as follows: 
 

Step 1.   For given 
m
Nuk   and random generate parameters ikik ba , calculate the pro-

cessing times of programs ),( kuT ki  according to the formula (1). 

Step 2.   Schedule programs from longest till shortest times ),( kuT ki  and formulate the 

list L of these programs. 
Step 3.   Calculate mean processing time meanT  every processors according to follows 

formula: 

.,,;
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m
NuPkJi
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kuT
T k

n

i
ki

mean 

  

Step 4.   Assign in turn longest and shortest programs from the list L to the first empty 
processor for the moment, when the sum of all these programs processing time 
assigned to that processor would not be greater than Tmean and eliminate these 
programs from the list L. 

Step 5.   If there are also empty processors, which are not scheduled with programs, go 
to the Step 4. If there is not empty processor go to the Step 6. 

Step 6.   Schedule in turn shortest programs from the list L to the succeeding processor 
from first processor to the m-th processor for the moment, when the sum of 
processing times these programs to keep within the bounds of time Tmean and 
eliminate these programs from the list L. If list L is not empty go to the next 
step, if is empty go to the Step 8. 

Step 7.   Remainder of programs in the list L schedule to the processors according to the 
algorithm  LPT (Longest Processing Time) to moment, when the list L will be 
empty. 
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Step 8.   Calculate total processing time Topt of all programs for scheduling J1, J2, …, Jm, 
which was determined in the Steps 3÷7 and for given numbers of pages 

m
Nuk  . 

Step 9.   For given partition of pages coefficient  allot pages uk, Pk  to succeeding 
processors as calculated according formula (8) and (9). 

Step 10.  For programs scheduling which was determined in Steps 3÷7and for numbers 
of pages uk, Pk  allotted to processors in the Step 9 calculate total pro-
cessing time Topt of all programs. 

Step 11.  Repeat the Step 9 and Step 10 for the next nine augmentative succeeding an-
other values of coefficient . 

Step 12.  Compare values of total processing times Topt of all programs calculated 
after all samples with different values of coefficient  (Steps 911). Take 
this coefficient  when total processing time Topt of all programs is  
shortest. 

Step 13.  Find the discrete numbers kû of pages, k = 1, 2, ..., m according to follows 

dependence: 
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 and  is permutation of elements of set P ={1, 2, ..., m} 

such, that      )()()2()2()1()1( mm uuuuuu    . 

4. COMPUTATIONAL EXPERIMENTS 

On the base this heuristic algorithm were obtained results of computational experi-
ments for ten another values of coefficient  = 3, 6, 9, … , 30. For the definite number of 
programs n = 60, 120, 180, 240, 300, 360 number of processors m = 5, 10, 15, 20, 25, 30 
and number of primary memory pages N =10.000 were generated parameters ikik ba ,  

from the set {0.2, 0.4, ... , 9.8, 10.0}. For each combination of n and m were generated 
50 instances. The results of comparative analysis of heuristic algorithm proposed in this 
paper and the algorithm LPT are showed in the Table 1. 
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Table 1. The results of comparative analysis of heuristic algorithm and algorithm LPT 

n/m 
Number of instances, when: ΔH SH SLPT 

LPT
opt

H
opt TT   LPT

opt
H

opt TT   LPT
opt

H
opt TT   % sec sec 

60/5 25 1 24 1,9 2,8 2,2 

120/5 26 2 22 2,2 5,6 4,9 

180/5 27 3 20 3,6 8,3 7,8 

240/5 27 2 21 4,8 13,4   11,2 

300/5 28 2 20 5,9 16,2 12,4 

360/5 29 3 18 6,3 17,4 14,6 

60/10 25 1 24 2,4 3,9 3,2 

120/10 25 2 23 3,6 5,8 5,2 

180/10 27 2 21 4,4 9,1 8,5 

240/10 26 1 23 5,7 14,2 12,4 

300/10 27 3 20 6,1 17,6 15,2 

360/10 30 1 19 6,7 18,9 16,3 

60/15 25 1 24 2,9 4,5 3,4 

120/15 27 2 21 3,9 6,3 5,0 

180/15 28 2 20 5,1 10,4 8,4 

240/15 29 3 18 6,2 15,6 13,8 

300/15 28 1 21 6,7 18,4 16,8 

360/15 30 3 17 7,2 19,6 16,9 

60/20 26 1 23 2,6 4,9 4,4 

120/20 28 1 21 3,8 7,2 5,8 

180/20 27 3 20 4,5 11,5 9,5 

240/20 30  2 18 5,9 16,8 13,9 

300/20 32 1 17 6,8 19,8 17,3 

360/20 34 0 16 7,5 20,6 17,6 

60/25 26 1 23 2,6 5,6 4,9 

120/25 28 0 22 3,9 8,4 6,9 

180/25 29 1 20 4,7 12,7 9,8 

240/25 31 2 17 5,5 17,0 14,5 

300/25 32 4 14 6,4 20,2 17,5 

360/25 34 2 14 7,7 21,8 19,2 

60/30 26 0 24 2,9 6,0 5,2 

120/30 28 1 21 3,8 9,1 7,4 

180/30 30 2 18 5,1 14,0 10,5 

240/30 32 2 16 6,4 18,2 15,5 

300/30 34 1 15 7,5 21,3 18,2 

360/30 36 2 12 8,2 23,2 19,8 
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In the Table 1 there are the following designations: 
  n  –  number of programs,  
 m    –  number of processors, 

H
optT   –  total processing time of all set of programs J for the heuristic algorithm, 
LPT

optT  –  total processing time of all set of programs J for the algorithm  LPT, 
H   –  the mean value of the relative improvement H

optT  in relation to LPT
optT : 

%100


 H
opt

H
opt

LPT
optH

T
TT

, 

HS   –   the mean time of the numerical calculation for the heuristic algorithm, 
LPTS –  the mean time of the numerical calculation for the algorithm LPT. 

5. FINAL REMARKS 

Computational experiments presented above show, that quality of programs schedul-
ing in parallel multiprocessing computer system based on the proposed in this paper 
heuristic algorithm increased in compare with simple LPT algorithm. The few percent-

ages improvement of time HT in compare with LPTT  can be the reason why heuristic 
algorithms researches will be successfully taken in the future.  

Application of presented in this paper heuristic algorithm is especially good for mul-
tiprocessing computer systems with great number of programs because in this case the 

H  improvement is the highest. Proposed heuristic algorithm can be used not only to 
programs scheduling in multiprocessing computer systems but also to task scheduling in 
parallel machines or even to operations scheduling in workplaces equipped with produc-
tion machines. 

REFERENCES 

[1] BIANCO L., BŁAŻEWICZ J., DELL’OLMO P., DROZDOWSKI M., Preemptive scheduling of 
multiprocessor tasks on the dedicated processors system subject to minimal lateness. Information 
Processing Letters, 46, 1993, 109–113. 

[2] BIANCO L., BŁAŻEWICZ J., DELL’OLMO P., DROZDOWSKI M., Linear algorithms for 
preemtive scheduling of multiprocessor tasks subject to minimal lateness, Discrete Applied Mathe-
matics, 72, 1997, 25–46. 

[3] BŁAŻEWICZ J., DROZDOWSKI M., WERRA D., WĘGLARZ J., Scheduling independent multi-
processor tasks before deadlines. Discrete Applied Mathematics 65 (1–3), 1996, 81–96. 



Z. Buchalski  176

[4] BŁAŻEWICZ J., ECKER K., SCHMIDT G., WĘGLARZ J., Scheduling in Computer and Manufac-
turing Systems. Springer-Verlag, Berlin-Heidelberg, 1993. 

[5] BŁAŻEWICZ J., LIU Z., Scheduling multiprocessor tasks with chain constraints. European Journal 
of Operational Research, 94, 1996, 231–241. 

[6] BOCTOR F., A new and efficient heuristic for scheduling projects will resources restrictions and 
multiple execution models. European Journal of Operational Research, Vol. 90, 1996, 349–361. 

[7] BRAH S.A., LOO L.L., Heuristics for scheduling in a flow shop with multiple processors, European 
Journal of Operational Research, Vol. 113, No. 1, 1999, 113–122. 

[8] BUCHALSKI Z., Time-optimal memory allocation and programs scheduling in multiprocessing 
systems with common primary memory, Raport serii PREPRINT No 14/83, Wydawnictwo 
Politechniki Wrocławskiej, Wrocław, 1983 (in Polish). 

[9] BUCHALSKI Z., Application of heuristic algorithm for the tasks scheduling on parallel machines 
to minimize the total processing time. Proceedings of the 15th International Conference on Systems 
Science , Vol. 2, Wrocław, 2004. 

[10] BUCHALSKI Z., Minimising the Total Processing Time for the Tasks Scheduling on the Parallel 
Machines System. Proc. of the 12th IEEE International Conference on Methods and Models in Au-
tomation and Robotics, Domek S., Kaszyński R. (Eds.), Międzyzdroje, Poland, MMAR 2006, 28–31 
August 2006, 1081–1084. 

[11] CHENG J., KARUNO Y., KISE H., A shifting bottleneck approach for a parallel-machine flow-
shop scheduling problem, Journal of the Operational Research Society of Japan, Vol. 44, No. 2, 
2001, 140–156. 

[12] GUPTA J.N.D., HARIRI A.M.A., POTTS C.N., Scheduling a two-stage hybrid flow shop with 
parallel machines at the first stage, Annals of Operations Research, Vol. 69, No. 0, 1997, 171–191. 

[13] JANIAK A., KOVALYOV M., Single machine scheduling subject to deadlines and resources  
dependent processing times. European Journal of Operational Research, , Vol. 94, 1996, 284–291. 

[14] JÓZEFCZYK J., Task scheduling in the complex of operation with moving executors, Oficyna 
Wydawnicza Politechniki Wrocławskiej, Wrocław, 1996 (in Polish). 

[15] JÓZEFCZYK J., Selected Decision Making Problems in Complex Operation Systems, Monografie 
Komitetu Automatyki i Robotyki PAN, t. 2, Oficyna Wydawnicza Politechniki Wrocławskiej, War-
szawa–Wrocław, 2001 (in Polish). 

[16] JÓZEFOWSKA J., MIKA M., RÓŻYCKI R., WALIGÓRA G., WĘGLARZ J., Discrete-continuous 
scheduling to minimize maximum lateness, Proceedings of the Fourth International Symposium on 
Methods and Models in Automation and Robotics MMAR’97, Międzyzdroje, Poland, 1997, 947–
952. 

[17] JÓZEFOWSKA J., MIKA M., RÓŻYCKI R., WALIGÓRA G., WĘGLARZ J., Local search meta-
heuristics for discrete-continuous scheduling problems, European Journal of Operational Research, 
107, 1998, 354–370. 

[18] JÓZEFOWSKA J., WĘGLARZ J., Discrete-continous scheduling problems – mean completion time 
result, European Journal of Operational Research, Vol. 94, No. 2, 1996, 302–310. 

[19] JÓZEFOWSKA J., WĘGLARZ J., On a methodology for discrete-continous scheduling, European 
Journal of Operational Research, Vol. 107, No. 2, 1998, 338–353. 

[20] NOWICKI E., SMUTNICKI C., The flow shop with parallel machines. A Tabu search approach. 
European Journal of Operational Research 106, 1998, 226–253. 

[21] WĘGLARZ J., Multiprocessor scheduling with memory allocation – a deterministic approach. 
IEEE Trans. Comput., C-29, 1980, 703–710.   

 



 

 

PART 4 

SECURITY AND PRIVACY 



 



Hidden Markov Model, PERT, hidden project,  
network, observation, state identification   

Marek JASIŃSKI* , Ryszard ANTKIEWICZ** 

THE HIDDEN PERT MODEL 

The main problem considered in the paper is the detection of projects realized secretly. Terrorist 
organizations activity, complex criminal activity, preparation of military operations, secret state pro-
grams of nuclear or biological weapon production are the examples of hidden projects. We assume 
that direct observation of a hidden project is impossible. But each action of a hidden project can gen-
erate observations, which could be collected. The problem is how we could identify current state of 
preparation to the action and evaluate the time remaining to the end of the action using gathered  ob-
servations. The end of the action  may mean terrorist attack. Such problem was considered in literature. 
Hidden Markov Model (HMM) was used there as a model of a hidden project. The drawback of this 
model is a fact, that Markov Model could not describe parallel realized actions. We propose PERT net-
work as a model of hidden project with possible parallel actions.  

1. INTRODUCTION  

The PERT model has been used commonly since 1950s as the model of complex 
projects. In the PERT model weighted graph is used as a model of project, where 
nodes mean actions and edges describe  sequence of actions. It is commonly assumed 
that duration of actions are random variables. 

The main problem considered in the paper is the detection of projects realized se-
cretly. Terrorist organizations activity, complex criminal activity, preparation of mili-
tary operations, secret state programs of nuclear or biological weapon production are 
the examples of hidden projects. We assume that direct observation of a hidden project 
is impossible. But each action of a hidden project can generate observations, which 
could be collected. The problem is how we could identify current state of preparation 

 __________  
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to the action and evaluate the time remaining to the end of the action using gathered  
observations. The end of the action  may means terrorist attack.  

Such problem was considered in papers [2], [5], [7]. Hidden Markov Model 
(HMM) [6] was used there as a model of a hidden project. The drawback of this model 
is a fact, that Markov Model could not describe parallel realized actions. We propose 
PERT [3] network as a model of hidden project with possible parallel actions. In the 
rest of the paper we will present:  hidden PERT model (HPERT) and methods of cur-
rent state of hidden activity identification, method of probability distribution of time to 
the end of considered activity calculation.  

2. HIDDEN PERT MODEL 

The PERT model is three-tuple: 

   ,,GS p  (1) 

where: 

 LCG ,  (2) 

 G – directed graph without cycles and loops [3], 
 },..,,{ 21 CNcccC  – set of nodes, nodes represent actions of project, 

 LCCL ,  – set of arcs, arcs represent sequence relations between actions 

represented by the nodes, 
 }:|{ RCff   – set of functions defined on the network nodes, in this 

model }),(,,{ CccPredFcc   , where: 

o c – random variable, which value means duration of action Cc  , 

o }{)( tPtF cc   – distribution function of random variable c , 

o }),(|{)( LceCecPred  – set of nodes (actions) which are direct prede-

cessor of a node (action) c, 
 }:|{ RLgg  – set of functions defined on the set of arcs. In model we 

assume that  . 
Additionally we assume, that: 
 duration of actions are independent random variables, 
 duration of actions are geometrically distributed. It means that: 
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 CckforppkP ii
k

ici
  ,...;2,1,)1(}{ 1 . (3) 

 
We assume, that actions of hidden project generate observations according to the 

following rules: 
 action active at time k generates only one observation, 
 active actions generate observations independently of each other, 
 observations are generated randomly, it means that a fixed action can generate 

fixed observation with a defined probability. 
Taking into account these definitions and assumptions, we define hidden PERT 

model as follows: 

 EWSHPM p ,,  (4)  

where: 
 },...,,{ 21 WNwwwW  – set of all possible types of observations, 

 Matrix E describes relations between actions and observations: 

  
W

C

N,..,j
N,..,iijeE

1

1


  (5) 

 
and ije is a probability that active action ic generates observation of type 

Wwj  in one unit of time. We assume, that: 

 C

N

j
ij N,..,ifor,e

W

11
1




. (6) 

Taking into consideration the assumptions of the HPM, the realization of hidden 
project can be described by the following stochastic process: 

   ,...,k,)k(O),k(S)k(H 21    (7)  

where:  
)(kS  – process, named further hidden process, which state at time k means subset 

of model PERT actions active at time k, 
)(kO – process, named further process of observations, which state at time k means 

subset of observations generated by the actions active at time k. States of process 
)(kO will be called a complex observations. Graphical illustrations of process 

)(kH is given at the Fig. 1. 
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Fig. 1. Model of a hidden project realization 

 
Considering assumptions and definition of HPM and definition of )k(H process it 

could be proved that process )(kH is a two-dimensional Markov chain. Probability 

description of process )(kH  contains the following elements: 

 },..,,{ 21 SNsssS  , where , Si NiforCs ,..,1,  , S – set of hidden process  

)(kS states, 

 ON NiforoooO
O

,..,1},,..,,{ 21  , O - set of all complex observations, 

 },..,2,1{,},)(|)1({,][ ,..,1, SijijNjiij NjiskSskSPaaA
S

  , A matrix 

of transition probabilities of hidden process )k(S , 

 },..,1{},,..,2,1{},)(|)({,][
,..,1

,..,1 OSijij
Nj
Niij NjNiskSokOPbbB

O

S



 , B  

– matrix of observations emission (generation); 
 )(},)({)(,)]([)( ,..,1 kskSPkkk iiNii S

   - vector of process distribu-

tion at time k. 
Assuming that we know values of all parameters of HPM model, we could com-

pute values of all elements of  process )k(H  probability description.  

Set S could be determined using the following algorithm: 

Algorithm 1 
;i 1  
;k 2  

;'S   
Create list L; 

;,),,(: 1111  zCswherezsLL s  

While L  do 

For element )z,s( ii from the list L create all subsets j
iz of the set is  without emp-

ty set; 

For 121 ||  istoj  do 

          If   j
ii zzzSzs  :'),(  then 
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         );,(: kk zsLL   
         ;k:k 1  
       end If 
     end For 

     
;1:

);,(\:



ii

zsLL ii  

   end While. 
 

Element iz of vector  the ),( ii zs  can be interpreted as a set of closed nodes (actions), 

when is  is a set of active nodes (actions) 

Set S is created as follows: 

 )}'),((},..,2,1{|{ SzsNiCsS iiSi   (8)  

Matrix 
SNjiijaA ,..,1,][  of transition probabilities is computed using the following 

formulas: 
 For jiNji S  },..,2,1{,  

0ija , it results from method of numeration of states from set S applied in Al-

gorithm 1; 
 For jiNji S  },..,2,1{,  





ik sc
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Set ji zs  we could interpret as a set of actions which ended with transition from 

state is to state js . 

Set ji ss  we could interpret as a set of actions which are continued with transition 

from state is to state js . 

According to the definition (7) of the process )(kH , state of the process )(kO  

means subset of observations generated by actions active at time k. Because types of 
observations generated by different active actions could be repeated, therefore we 
define state of process  )(kO as a multiset: 

 
},..,1,:

),,..,,(},,...,,{|,{ 21
21

O
k
j

N
jjjjNjj

NjforNWm

mmmmwwwWmWoO W
W




 (9)  

where NW:mk
j  is a function which value means number of occurrence of k-th type 

observation in j-th complex observation.  
Elements of matrix B of observations emission we calculate using formulas given 

lower: 
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where: 
 }{ jkj uU   – set of permutations of j-th complex observation, 

 ),...,,(
||21 jo

jkjkjkjk wwwu   – k-th permutation of j-th complex observation, 
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As an initial probability of the hidden process )(kS we take the vector: 
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   (11)  

3. HIDDEN PERT MODEL ANALYSIS 

The Hidden PERT Model can be applied for solving the following problems: 
 problem 1.a. –  to find most probable state of the process  )(kS  (set of currently 

active actions in the hidden project) at the time of registration of the last obser-
vation, given that we have a sequence of observations (sequence of realizations 
of process  )(kO ), 

 problem 1.b. –  to find probability distribution of  the process  )(kS   at the time 

of registration of the last observation, given that we have a sequence of observa-
tions, 

 problem 2.a.  – to find probability distribution of the time from the moment of 
the last observation to the end of the hidden project, given that the most proba-
ble state of the process )(kS   at the moment of last observation is known (as the 

solution of the problem 1.a.), 
 problem 2.b.  – to find probability distribution of the time from the moment of 

registration of  the last observation to the end of the hidden project, given that 
the probability distribution of the process )(kS   at the moment of the last ob-

servation is known (as the solution of the problem 1.b.). 
In order to solve  the problem 1.a, we formulate auxiliary problem, which can be de-

scribed as a search for such sequence *
ns of process )(kS states, that for given no we 

have: 

 }|{max}|{ *
nnnnSrsnnnn oOsSPoOsSP

nn




 (12)  

where: 
 ))(),...,2(),1(( nSSSSn  – vector of states of process )k(S , 

 }0}{;,..,2,1,|)..,,({ 21  nninnn sSPniSsssssSr  – set of possible  re-

alizations of vector nS , 
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 ))(),...,2(),1(( nOOOOn   – vector of states of process )(kO , 

 ),...,,( 21 n
nnnn oooo   – realization of vector nO  (vector of complex observations). 

It is important to note, that the process )(kH can be interpreted as an Hidden Mar-

kov Model. Then we can use Viterbi algorithm in order to solve problem given by (12) 

[1], [6].  We find a solution of the problem 1.a by taking element *
ns from the last posi-

tion of the sequence )..,,( **
2

*
1

*
nn ssss  .  

The problem 1.b we can solve using the following algorithm: 

Algorithm 2 
   For SN,..,,i 21 do 

   )0(:],0[ iiv  ; 

    end For; 
    For n,..,,k 21 do 
        For SNj ,..,2,1  do 

            



S

k
nO

N

i
oIjji baikvjkv

1
)(,,],1[:],[ ; 

        end For; 

        



SN

j
v jkvS

1

],[: ; 

         For SN,..,,j 21  do 

            
vS

jkvjkv ],[
:],[  ; 

        end For; 
     end For; 

     ],[maxarg
1

* invs
SNin


  

end Algorithm 2. 

Probability distribution of  process )(kS  at time n (time of registration the last obser-

vation) is given by the formula: 

 Snni NiforinoOsnSP ,..1],,[}|)({    (13) 
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Let us define the following random variable: 

 })0(|)(:0min{ *
* nN
s

s
sSskSkT

S
SN

n
   (14) 

It could be noted, that value of SN
*
n

s
s

T means time from the moment of last observation 

to the end of hidden project, given that *
ns is the most probable state of the process 

)k(S   at the moment of last observation. Then, the problem 2.a could be formulated, 

as problem of finding probability distribution of the random variable SN
*
n

s
s

T . 

Taking into account (14), we could write: 

  ,..2,1,})0(|)({}{)( ),(
*

***  kforAsSskSPkTPkF
snSS

SN

nn
NsI

k
nN

s
ss   (15) 

Let us define the random variables SNs
n which value means time from moment n to the 

moment of reaching state 
SNs by the process )(kS . Therefore, problem 2.b consists in 

an evaluation of probability distribution of SNs
n . We could write, that: 

  
s

SN
N

k
nn

s
nnn AoOkPokF )0(}|{),( *     (16) 

where:   }|)({)0(,)0()0( ,..,1
*

nniiNii oOsnSP
S

    (17) 

4. NUMERICAL EXAMPLE 

Let us consider example of application HPM to analysis hidden operations. We 
would like to illustrate methods for solving problems 1.a, 1.b and 2.b. Hidden PERT 
Model of collection resources operation is shown in Fig. 2. This model is inspired by 
Markov Chain Model presented in Fig. 10 in [2]. Hidden process )(kS  from process 

)(kH  is presented in Fig. 3. 
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Fig. 2. HPM for Collect Resources 

 
 

Fig. 3. Hidden process )(kS for process of collection resources 
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Probabilities of observations emission are given in the Table 1. The Table 2 con-
tains parameters of actions duration distribution. 

Table 1. Matrix of observation emission probabilities 

 w1 w2 w3 w4 w5 w6 w7 w8 

c1 0.5 0.5 0 0 0 0 0 0 

c2 0.2 0.4 0.4 0 0 0 0 0 

c3 0.6 0.1 0 0.2 0 0 0 0.1 

c4 0.2 0.3 0 0 0.5 0 0 0 

c5 0 0 0 0 0 0.2 0.8 0 

c6 0 0 0 0 0 0.3 0.7 0 

c7 0 0 0 0 0 0.4 0.6 0 

 

Table 2. Parameters of actions duration distribution 

i 1 2 3 4 5 6 7 

pi 0.5 0.45 0.25 0.6 0.8 0.8 0.8 

 
Let us assume that we have the following sequence of observations: 

),,,,( 27319315 oooooo  , where ),...,,( 821 wwwW   and m1  = (1, 0, 0, 0, 0, 0, 0, 0), m3 

= (0, 0, 1, 0, 0, 0, 0, 0), m9 = (2, 0, 0, 0, 0, 0, 0,0), m27 = (0, 0, 0, 0, 0, 1, 1, 0), m31 =  
(0, 0, 0, 0, 0, 1, 2, 0). 

Applying Viterbi algorithm we obtain the most probable sequence of process 

)(kS states which is the following ),,,,( 86321
*
5 ssssss   and  the most probable state 

of the process )(kS  at the time k = 5 is 85 ss*   (solution of the problem 1.a.). 

Using Algorithm 2 we obtain the probability distribution of the process )k(S  at 

the  time k=5 (solution of the problem 1.b.): 

,1411,710}|)5({,2969,0}|)5({

,3437,0}|)5({,3594,0}|)5({

555510

559558





jforoOsSPoOsSP
oOsSPoOsSP

j

 

Taking into account above distribution we could find that the most probable state 
of the process )(kS  at the time k = 5 is equal to 8s . Identical result was obtained by 

application of  Viterbi algorithm. 
Distribution function ),( 55 okF we could obtain using a formula (16) (solution of 

the problem 2.b.). Approximation  of this distribution is given in  the table:   

k 1 2 3 4 5 6 7 
),( 55 okF  0.64 0.9216 0.9841 0.9968 0.9994 0.9998 0.9999 
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5. SUMMARY 
 

The Hidden PERT Model (HPM) is presented in the paper. This model allows to 
describe realization of a hidden project with parallel actions. We propose methods for 
finding most probable states and distribution of time to the end of the project given 
that some sequence of observations is known.  

We plan to develop HPM. It will be considered: null observation, continuous dis-
tribution of action duration, other than geometric and exponential distribution of ac-
tion duration. 
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 preservation of privacy, pattern recognition, association rules, 
Apriori algorithm, FP-Growth algorithm  

 

Agnieszka DURAJ* 

PRESERVATION OF PRIVACY IN ASSOCIATION RULES 

Access to the vast amount of data results in a variety of their abuse or modifications of the data. 
It can also become the reason for extorting sensitive data. The article addresses the issue of privacy 
protection in the rules of association. The study used a well-known algorithms, namely the Apriori 
and FP-Growth algorithms. In the experiments, special emphasis was placed on assessing the impact 
of privacy protection methods on the detection of association rules. In order to preserve the privacy 
of data the following were used blurring of association rules basing on perturbations of centralized 
data, the blurring of association rules based on blockage of centralized data, cryptography, securing 
the data divided vertically or horizontally in the discovery of association rules, the reconstruction 
methods. Tests have shown that the privacy protection algorithms have an impact on the detection of 
association rules. The simultaneous selective perturbation of one column and selective blocking of 
the other too strongly affects the data set, since both algorithms have found only 30% of the frequent 
set and not a single associative rule. The FP-Growth algorithm copes with the modified data much 
better. It also showed significantly better results in terms of time. 

1.  INTRODUCTION 

Currently we collect, store and analyze massive amounts of data. These data come 
from government institutions, research centers, the Internet, corporations and busi-
nesses. The main task of the data mining domain is primarily to provide methods that 
enable and facilitate the process of data analysis in terms of searching for the most 
relevant information in large data sets. On the other hand, the availability and owner-
ship of data causes all kinds of abuse, modification of data and leads to extortion of 
sensitive data. It is therefore essential that algorithms to protect data privacy be 
formed. Data mining is a complex process that uses a very large range of algorithms 

 __________  
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for classification, clustering, detecting all kinds of exceptions or detecting dependen-
cies between data. 

Algorithms for discovering association rules are a very popular tool for detecting 
dependencies. These rules are in the form of conditional sentences because their con-
struction is based on the logical implications “if sentence Z1, then sentence Z2”  
(Z1 Z2).  In the mathematical sense, we should talk here about the distribution of 
events both in time and space, and therefore about the structural and cause-and-effect 
relationships. Association rules are an example of learning without a teacher, which 
can be divided according to their application or utility. In the first group we distin-
guish the following rules: dissociative – formulated as ‘if A and NOT B, then C’; re-
curring – include repeatability and are profiled with regard to time; sequencing – ex-
amine the relationships between transactions in a certain period of time; valuable – 
take into account information on quantity and value; substitutive – require supple-
menting by expert knowledge. Another division of rules according to usefulness dis-
tinguish: useful (which discover previously unknown patterns), trivial (which discover 
classic, commonly known patterns), unexplained (which discover unexpected patterns, 
which do not translate into marketing activities). 

Privacy protection is to secure two types of data. Firstly, sensitive raw data such as 
account numbers, personal information, addresses should be modified or deleted prior 
to exploration. Secondly, sensitive knowledge extracted from the database should also 
be excluded from search results. The main task of privacy preservation is to protect 
sensitive data both raw and extracted from the database using the algorithms appropri-
ately modifying the original data set. 

Privacy protection is considered in several dimensions. The first dimension is the 
distribution of data, which, in particular, draws attention to the dispersion of data (data 
centralized and dispersed horizontally and vertically). The second dimension is the 
modification of the data, where we can distinguish: perturbations – renaming of the 
attribute value to the new value or adding noise; blocking – the replacement of value 
by the sign?; aggregation – change of the value of individual attributes in one catego-
ry; conversion – refers to the conversion of values for specific records; sampling – 
pruning the database only to random records. The third dimension is a data mining 
algorithms. In this case, the division of privacy protection algorithms depends on the 
purposes for which the data will be used. This is important due to the possibility of 
modifying the data, which must be adjusted so that the data mining algorithm has no 
problems with their processing. The fourth dimension is the hiding of data that is pro-
cessing the original database in order to remove raw sensitive data or hide rules. It is 
much more difficult than in the case of raw data and thus forced the development and 
use of heuristic methods. The fifth and at the same time the most important dimension 
is the selective modification. It is designed to hide sensitive data from the database so 
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that it is useful in further studies. There are several methods used, for example: heuris-
tic methods – these are techniques allowing the use selective modification; methods 
based on cryptography – they solve the problem of protection of privacy of input and 
output data in operations involving multiple users; and the reconstruction methods – 
that make it possible to reconstruct the original data based on the random data. 

Data Storage and especially discovering relationships between them various meth-
ods of data mining provides important problem in years of research. Another problem 
is the sensitive data that allow identification of individuals or data characteristics. The 
aim of the study was to build a tool that allows the use of data mining algorithms 
while maintaining the privacy. This is according to the author of an important research 
process because even for medical or financial data. This study is an initial step to cre-
ate more sophisticated applications related to the detection of exceptions in databases 
of privacy. Prepared and presented results provide a basis for optimizing detection 
algorithms exceptions of privacy. 

Privacy of data mining algorithms is very important. Especially hide the aggregated 
data in the form of rules is difficult. Is the basis for the development of new methods 
of using heuristic rules. Reduction of publicly available information results in the for-
mation of weak filtering rules to prevent database. The protection of privacy, as shown 
above, is of great importance in data mining. The conducted studies are therefore fully 
justified. The article has the following structure. In section 2 there is a brief descrip-
tion of privacy protection algorithms that have been used for the detection of associa-
tion rules. The following were considered: the blurring of association rules based on 
perturbations of centralized data, the blurring of association rules based on blocking 
centralized data, securing data divided vertically or horizontally in the discovery of 
association rules, and methods of reconstruction. In section 3, there is analysis and 
evaluation of the applied privacy protection algorithms for association rules defined 
by the  Apriori and FP-Growth algorithms. 

2.  PRIVACY PROTECTION ALGORITHMS 
USED IN ASSOCIATION RULES 

The association rules algorithms of are adapted to the needs of a specific task. Most 
of the rules is based on the Apriori algorithm. Also numerous modifications are used 
e.g. AprioriTID. Another approach to detecting rules is presented by the FP-Grouth 
algorithm. It is based on FP-trees, also called acyclic graphs. 

The first and quite often used method for privacy protection is a blurring of associ-
ation rules basing on perturbations of centralized data. Supposing that D is a source 
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database, R is a set of significant rules extracted from D, then let Rh be a set of sensi-
tive rules. How should base D be modified into D', so that it is possible to find all the 
rules form the set R with the exception of those from the set Rh? A heuristic method 
that solves the above problem is to use a selective perturbation of data into the oppo-
site value, so that support for vulnerable rules has been reduced and the usefulness of 
the data from the set D' has been maintained at the highest level. Here the measure of 
utility is the number of insensitive rules which were lost during the modification and 
the number of emerging insignificant rules in the set of significant rules. Centralized 
data perturbation based association rule presented in [4, 6].  

Another method is the blurring of association rules based on blockage of central-
ized data. The essence of this method is replacing sensitive data by a question mark. 
This method is preferable in the processing of for example medical databases, where 
inserting unknown value is better than its falsification.  

Entering the new value of the variable has an effect on the value of support and 
confidence, for which a defined range becomes the minimum value. If the designated 
support or confidence of sensitive rules assumes the value below the average of the 
value within the range, it can be assumed that the confidentiality of the data has not 
been compromised. Centralized data blocking based association rule presented for 
example in [7–10].  

The third method is based on cryptography [3, 11]. It is fully understandable that  
a company or a user conducting certain activities does not want to share their output 
data. The solution to this problem can be provided by methods based on the safety of 
operations involving multiple users, namely: secure sum, secure merge, secure size of 
intersection, scalar product.  

The fourth method is to secure the data divided vertically or horizontally in the 
discovery of association rules. The search for sensitive association rules from data 
vertically divided, where the value of each attribute for the data set are divided be-
tween the sides, is possible by finding support for a given set. If the counter of the 
support of set can be calculated safely, it is possible to check whether the support is 
higher than the threshold value, which allows specifying whether the collection is 
frequent. The key element in this case is the calculation of the support data set and 
calculation of the scalar product of vectors representing a subset of, the particular part 
of the side. There are algorithms for the calculation of the scalar product, so as to hide 
the true values by placing them in the equation and masking by random data. 
In the horizontal division of database it is the transactions that are distributed across 
multiple sides. Global support of a data set is the sum of all local values of support. 
For example, the set X is supported if the support of the global value of X is greater 
than s% of all transactions from a database. (see in [13]).  
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Another group are the reconstruction methods, which are, in a sense, an improve-
ment to heuristic methods based on data perturbation. Data mining is not carried out 
on the data set resulting from perturbations but on aggregated data reconstructed on 
their basis. Popular reconstruction methods are, for example, techniques reconstruct-
ing numerical data. 

Reconstruction of numerical data presented for example in [1, 2, 14] refers to the 
problem of building a decision tree classifier from training data, where the value of the 
selected records have been subjected to perturbations. When it is not possible to accu-
rately estimate original values for each record, the author proposes a reconstructive 
method for estimating the distribution of values of the original data. Using the recon-
structed data deployments, it is possible to build a classifier whose accuracy is compa-
rable to the classifier constructed from the original data. For the distorted data the 
author considered the use of discretization or falsification of values. To reconstruct the 
original distribution of the data the Bayesian approach was used and three algorithms 
for the construction of the decision tree based on reconstructions of distribution were 
proposed. 

A solution for data reconstruction which is better than using Bayesian methods is 
the method offered by Agrawal D. and Aggarwal Charu C. in [1] the use the EM algo-
rithm (Expectation Maximization), which is maximizing the expected value for the 
reconstruction of distribution.  

The EM algorith determines the maximum probability of the original distribution  
of the data subjected to perturbation. The higher the number of the data, the closer 
the approximation to the original data can be observed. In the context of association 
rules with the preservation of privacy of data also the techniques of reconstruction 
of binary and labeled data are used. It has been proven that the sampling of a data-
base preserves the privacy of the data while maintaining a high quality of the  
data set. 

Another method is the use of the so-called hash functions. Hashing is the crea-
tion of a short number on the basis on of arbitrarily long message, so it is an inverti-
ble abbreviation, the so-called hash. This is done by using the hash functions, that 
is, one-way mixing function. Hash functions must satisfy two conditions: irreversi-
bility (it is not possible to reconstruct the input data on the basis of the output), and 
collision resistance (two hash values cannot be identical for two different input mes-
sages). In addition, the hash function should not give the possibility of deducing any 
useful information based on its abbreviation. Therefore, hash function should be-
have like a random function as far as it is possible. The most popular hash functions 
are, among others, MD2, MD3, SHA, MD5, SHA-1, SHA-2. 

Review of privacy preserving algorithm are presented in e.g. [5, 12, 15].  
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3.  COMPARATIVE ANALYSIS – RESEARCH 

The aim of this study was to examine how the methods of privacy affect the dis-
covery of rules. The application was written in Java. As input accepts data in the form 
of *. csv. The results are representative and provide the basis for an algorithm to detect 
the exceptions of privacy. The conducted studies took into account three basic com-
parative criteria, ie the rules found and frequent sets and their usefulness as well as 
execution time. The comparative analysis was based on the Apriori and FP-Growth 
algorithms. Additionally, in the experiments special emphasis was placed on assessing 
the impact of privacy protection methods in the case of the detection of association 
rules. In order to preserve the privacy of data the following were used: 

 blurring of association rules basing on perturbations of centralized data, 

 the blurring of association rules based on blockage of centralized data, 

 Cryptography, 

 securing the data divided vertically or horizontally in the discovery of associa-
tion rules, 

 the reconstruction methods. 
Methods of protection of privacy were analyzed in terms of the following criteria. 

The first criterion is the execution time of the algorithm, i.e. the time that the algo-
rithm needs to hide the assumed collection of sensitive data. The second is the utility 
of the data, it determines the rate of the loss of information after the execution of the 
algorithm or the loss of functionality of the data. The third is the level of uncertainty – 
the indicator of the amount of sensitive information that can still be detected. The last 
criterion is the resistance provided by the technique of privacy protection to various 
data mining algorithms. 

For both algorithms used, namely Apriori and FP-Growth, in each test the support 
was set to 0.7 and confidence to 0.85. For the unmodified data, both algorithms de-
tected the same frequent itemsets, but the FP-Growth algorithm had shorter execution 
time (Table 1). Deleting selected columns greatly accelerated the performance of the 
Apriori algorithm. 

Table 1. Results of Apriori algorithm and FP-Growth algorithm for file 
without modification and file with deleted columns  

  APriori FP-Growth 
File without modification Total time 579 254 

Frequent itemsets 
count 

18 11 

File with deleted columns Total time 172 197 
Frequent itemsets 

count 
12 11 
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Modification by sampling significantly reduced the size of the database, which had 
a positive effect on search time for both algorithms. Both algorithms failed to find one 
frequent set. The algorithm FP-Growth proved to be more efficient because it found 
all association rules properly. The Apriori algorithm found false frequent sets as well 
as the false frequent rule. Sampling of the data does not interfere with the work of the 
data mining algorithms while maintaining privacy. The data are not distorted, which 
makes it possible to reconstruct the entire database. 

In the subsequent tests two variants of blocking method were used. In the first one 
the method of blocking all records in the case of one particular column was used, and 
in the second one random number of records was blocked. A non-significant delay in 
the performance of the algorithm FP-Growth was noted. Blocking the entire column 
had a significant impact on the functioning of the Apriori algorithm. Blocking all the 
records in one column caused the Apriori algorithm to mistakenly detect 11 frequent 
sets and 18 false rules. Blocking of random records gives better results for the Apriori 
algorithm, but the result is not satisfactory. Search efficiency for frequent itemsets is 
approximately 60%, while for association rules it is 40%. The performance of the  
FP-Growth algorithm is much better, as it did not add any false data and found all 
association rules that were possible to find in both block variants. It should be noted 
that in the case of blocking the data are heavily modified and there is no possibility of 
their reconstruction. 

 

 
Fig. 1.  Time of execution of the Apriori and FP-Growth algorithms 

using particular privacy protection algorithms 

 



A. Duraj 198

In the subsequent studies the method of perturbations of all records and randomly 
selected records was used. The perturbation does not influence significantly the dura-
tion of the execution of the Apriori algorithm, and the execution of the FP-Growth 
algorithm slightly accelerates. The obtained efficiency in finding frequent itemsets and 
association rules was on the similar level as in the case of blocking. In contrast, per-
turbations do not interfere with the execution of any of the algorithms. The data are 
adequately masked, so that the user of the modified database is not able to tell if it is 
the original or the modified data. Summary of the results are given in Table 2. Time of 
execution of the Apriori and FP-Growth algorithms using particular privacy protection 
algorithms are shown in Figure 1. Number of frequent itemsets and association of 
rules determined by the Apriori and FP-Growth algorithms using particular privacy 
protection algorithms are given in Figure 2. 

 

 
Fig. 2. Number of frequent itemsets and association of rules determined by  

the Apriori and  FP-Growth algorithms using particular privacy protection algorithms 

Table 2. Summary of results for privacy protection 

  APriori FP-Growth 
Sampling to 9000 records Total time 125 107 

Frequent itemsets count 17 15 
Blocking all records Total time 524 187 

Frequent itemsets count 24 11 
Blocking random records Total time 478 325 

Frequent itemsets count 11 11 
perturbation all records Total time 515 129 

Frequent itemsets count 11 10 
random perturbation Total time 530 178 

Frequent itemsets count 11 10 
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4.  SUMMARY  

The conducted tests showed that the simultaneous selective perturbation of one 
column and selective blocking of the other too strongly affects the data set, since both 
algorithms have found only 30% of the frequent set and not a single associative rule. 
The FP-Growth algorithm copes with the modified data much better. It also showed 
significantly better results in terms of time. Blocking is a good method of modification 
if you want highly secure data, but it is advisable to use the FP-Growth algorithm to 
discover the association rules.  

On the other hand, perturbation yields satisfactory results for both algorithms. It is 
also a good way to protect the privacy of sensitive data, because the user prepares very 
real results for the modified database. The most effective method of modification due 
to its subsequent impact on the performance of the algorithms searching association 
rules is sampling. However, this is the weakest method for privacy protection of sensi-
tive data, because the user still operates on actual data but in their truncated versions.  

Thus, the studies have shown and evaluated the performance of privacy protection 
algorithms for detecting frequent itemsets and association rules. In further experiments 
privacy protection will be taken into account in the case of algorithms searching for 
exceptions in databases. 
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