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Abstract
The increase in life expectancy and an aging demographic have led to a surge in chronic diseases, present-
ing substantial challenges to healthcare systems worldwide. Chronic conditions are characterized by their 
long-term nature, recurrence and incurability, necessitating effective management strategies. This paper 
aims to explore the concept of self-care as a pivotal element in chronic disease management, examining its 
evolution, components and the role of caregivers in facilitating self-care practices. It also seeks to review 
the development of instruments for measuring self-care and discuss recent experimental research on self-
care interventions. Self-care is an essential strategy for managing chronic diseases, involving maintenance, 
monitoring and management practices influenced by various personal and environmental factors. Caregivers 
play a vital role in supporting self-care, especially within certain cultural contexts. The development of reliable 
and valid instruments to measure self-care is crucial for assessing the effectiveness of the interventions. Recent 
trials, such as those focusing on motivational interviewing and virtual reality, show promise in improving 
self-care behaviors and patient outcomes. This paper advocates for the design of tailored, evidence-based 
interventions and highlights the potential of artificial intelligence in advancing self-care research. Future stud-
ies should continue to explore the dyadic dynamics between patients and caregivers and include economic 
evaluations to inform clinical decision-making.

Key words: chronic diseases, self-care, Orem concept
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Introduction

With the  increase in  life expectancy and the  aging 
of  the  population, we  are facing a  worrying increase 
in the number of people affected by chronic diseases. Cur-
rently, there is no uniform definition of chronic diseases, 
but the general literature agrees that they share the char-
acteristics of incurability, persistence, recurrence, and du-
ration in terms of months or years.1 Cardiovascular and 
respiratory diseases, diabetes mellitus and cancer are ex-
amples of the major and common chronic diseases highly 
prevalent in Western countries.2

The harmful effects of chronic diseases are well known 
to health scientists thanks to the numerous qualitative and 
quantitative research papers published in the field. These 
long-term conditions have a significant impact on all aspects 
of the lives of those affected. For example, chronically ill 
patients often suffer from physical disability, pain, distress, 
depression, and a poor quality of life,3–5 which inevitably 
leads to an increase in healthcare utilization and mortality.6,7 
This is the reason why, over the years, self-care has become 
so important in the management of chronic diseases.

What is self-care?

Traditionally outlined in Nursing by Orem in 1959,8 
the concept of self-care has been expanded over the years, 
as a result of the shift from the traditional medical model 
to multidimensional patient-centered care. In 1979, Levin 
defined self-care as a broader process in which people take 
responsibility for health promotion, disease prevention and 
treatment.9 An even more complete definition was given 
by the World Health Organization (WHO) in 2013, where 
self-care was defined as “the ability of individuals, fami-
lies and communities to promote health, prevent disease, 
maintain health, and to cope with illness and disability 
with or without the support of a healthcare provider”.10

The authors of this editorial have adopted the defini-
tion of self-care derived from the Middle-Range Theory 
of Self-Care of Chronic Illness, in which it is “a process 
of maintaining health through health-promoting practices 
and managing illness”.11 In this theory, self-care includes 
the 3 main concepts of self-care maintenance, self-care 
monitoring and self-care management. Self-care mainte-
nance is a group of behaviors that patients with chronic 
conditions engage in to promote wellbeing and control their 
physical and emotional stability. Some examples include 
medication adherence, healthy eating and physical activity. 
Self-care monitoring refers to observing signs and symp-
toms of the disease, e.g., routinely measuring blood pressure 
or blood sugar. Self-care management refers to the behav-
iors that are put into practice whenever signs and symptoms 
of illness occur, such as consulting a healthcare provider 
or taking medication in cases of pain. The process of self-
care requires making complex cognitive decisions and can 

be influenced by a number of factors related to knowledge, 
self-efficacy, functional and cognitive skills, cultural beliefs, 
support from others, and access to care.11

The role of caregivers in self-care

Many patients affected by chronic diseases face difficul-
ties in performing self-care, particularly if they are older 
or belong to a culture that prioritizes familial ties over 
individualism. In this particular context, the caregiving 
role is essential. Caregivers are defined as those individu-
als within the family or friends’ network who assume most 
of the responsibility for providing informal care to their 
loved ones. This type of care can be measured using spe-
cific tools designed in the format of a traditional question-
naire, where caregivers are asked to self-report on the fre-
quency with which they support or substitute the patients 
in carrying out specific self-care tasks.

The  first instrument to measure caregiver contribu-
tion to  self-care was developed for heart failure,12 but 
over the years, other instruments have been developed 
for general chronic conditions,13 pulmonary diseases14 and 
ostomies.15 Investigators are also developing instruments 
to measure caregiver contribution to self-care in diabe-
tes, cancers, inflammatory bowel diseases, and strokes. 
A caregiver’s contribution to self-care was conceived with 
the identical 3 core concepts of (caregiver contribution to) 
self-care maintenance, self-care monitoring and self-care 
management, and numerous investigators have utilized 
this instrument as a landmark to develop their specific 
caregiver contribution instruments.

The items of the caregiver contribution to self-care mea-
sure the same aspects of self-care behaviors (e.g., physical 
activity), but the wording has been changed to be com-
pleted by caregivers. For example, while the item of the pa-
tient version of the instrument asks how often they have 
performed physical activity, in the caregiver version, they 
are asked how often they have recommended the patient 
to perform physical activity.

Regular assessment of caregiving contribution is par-
ticularly important in the context of chronic diseases. 
Caregivers often experience significant physical, emo-
tional, social, and financial challenges while taking care 
of these patients. Scheduling periodic screenings can iden-
tify caregivers at risk and provide them with information 
and education, which are known to increase caregiving 
competence and promote wellbeing.16

Dyadic approaches  
to study self-care

The possibility of measuring patient self-care and care-
giver contributions to self-care has stimulated researchers 
to investigate the self-care process using a dyadic approach. 
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This is because patients are uniquely linked to their care-
givers, and caregivers are also dependent on the patient’s 
behaviors and attitudes. In the context of a chronic illness, 
these 2 members approach the health problem as a unit and 
become an interdependent team, making illness manage-
ment a dyadic phenomenon.17

The existence of the dyad in the self-care process implies 
that patients and caregivers influence each other. This 
violates the assumption of statistical independence because 
their scores in the questionnaires are likely to be correlated. 
Adopting a dyadic approach in self-care research implies 
that the variables of both members are used in the models. 
For example, if we want to understand whether depres-
sion affects the patients’ self-care behavior, one would be 
tempted to build a regression model with only patient-level 
variables (i.e., patient depression and self-care). However, 
according to the theory of dyadic illness management, 
patient self-care may be influenced not only by their levels 
of depression (actor effect) but also by the caregivers’ level 
of depression (partner effect). This relationship can be 
bidirectional, i.e., depressed caregivers can provide poor 
contributions to self-care as a result of their own mental 
state (actor effect), and that of the patients (partner effect). 
These partner effects should be taken into account to avoid 
inaccurate test statistics and the inflation or absence of sta-
tistical significance of the hypothesized relationships.

The  actor-partner interdependence model (APIM) 
is widely utilized for analyzing dyadic data in the social 
and health sciences. This statistical framework allows for 
the estimation of both actor and partner effects, enabling 
the  investigation of various processes occurring within 
the members of the dyad. Notable contributions to the field 
of self-care research can be found in the work by Iovino 
et al.,18 who explored the dyadic predictors of self-care in in-
dividuals with multiple chronic conditions. These findings 
revealed that caregivers, in comparison to other groups, 
were more inclined to provide support to patients who had 
a higher formal education. Additionally, it was observed that 
patients were more likely to engage in health-promoting 
behaviors when cared for by female caregivers. Iovino et al.19 
studied dyad members in the context of ostomy care; their 
findings revealed that, compared to the others, caregivers 
of more depressed patients were more likely to stimulate 
the health-promoting activities of their partners. Addition-
ally, patients with more depressed caregivers were less likely 
to take action in case of signs and symptoms occurrence. 
For interested readers, all the contributions to self-care in-
struments can be viewed on the following website: https://
self-care-measures.com.

How to measure self-care

The authors of this editorial have devoted consistent 
efforts to the development and validation of theory-based 
instruments for measuring self-care in chronic illnesses. 

These measures, which are based on the middle-range the-
ory of self-care in chronic illness, can be condition-specific, 
such as the Self-Care of Heart Failure Index (SCHFI)20 
or the Self-Care of Diabetes Inventory (SCODI),21 or ge-
neric, such as the Self-Care of Chronic Illness Inventory 
(SC-CII).22 For interested readers, all the self-care instru-
ments can be viewed on https://self-care-measures.com.

Self-care is, by  definition, an  ensemble of  complex 
behaviors. Therefore, to measure this construct, the in-
struments must assess a wide range of behaviors. An im-
portant structural characteristic of  these instruments 
is the formulation of their questions on a 5-point Likert 
scale. This format is important because it helps researchers 
and clinicians measure how often a behavior is performed 
in a given period. As in this case, Likert scales measure 
behaviors with greater precision and nuance than simple 
“yes” or “no” questions. For example, the reader can come 
up with a question to measure medication adherence. One 
instrument may ask patients whether they take prescribed 
medicines without missing a dose, with a “yes” or “no” re-
sponse, and another asks how often or routinely they take 
the medicines. In the latter case, of course, the patient has 
the opportunity to give a more specific and precise answer.

Another requirement of self-care measures (and indeed 
for any other instrument) is that they must be psycho-
metrically valid and reliable and adapted to the patient’s 
cultural context.23 This aspect is not surprising, consider-
ing that, as mentioned above, self-care behaviors are highly 
sensitive to the cultural context. It may be that a certain 
behavior is never performed or not performed as often 
as in other countries. For example, De Maria et al.24 con-
ducted a cross-cultural validity study of  the Self-Care 
of Chronic Illness Inventory across Italian, Swedish and 
American patients, and found that people in the USA used 
comparatively higher scores when answering the items 
related to physical activity and diet. This is an example 
of bias that must be recognized when validating a scale, 
as  scores on  the scales can be seriously inflated when 
different types of populations are compared. Therefore, 
when there is a knowledge gap, validation of an instrument 
in specific countries and languages is mandatory before 
administration.

Trials on self-care

Compared to the last decade, where the main efforts 
were to understand the deficits in self-care and its risk 
factors in chronically ill populations, we have recently ap-
proached the so-called experimental phase. This phase 
is about gathering evidence for the effectiveness of self-care 
interventions. One of these trials is the MOTIVATE-HF 
study, in which an intervention based on motivational in-
terviewing demonstrated significant improvement in self-
care maintenance behaviors, physical symptoms, quality 
of  life, and mortality in patients with heart failure.25–28 

https://self-care-measures.com
https://self-care-measures.com
https://self-care-measures.com
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A more recent study in the same population (the REMO-
TIVATE-HF trial) is currently ongoing, in which a simi-
lar but more intensive intervention is being implemented 
remotely via video calls.29 Other ongoing trials are look-
ing at the effectiveness of virtual reality on rehabilitation 
adherence in patients with heart failure30 and educational 
interventions for patients with ostomies.31

Future trends for the study  
of self-care

We  believe that the  future of  self-care sciences will 
be devoted to the design of interventions that could be 
highly effective for a number of important outcomes, in-
cluding the quality of life of patients and their caregivers. 
To accomplish this, evidence is still needed to understand 
the power of specific behavior-change techniques; more-
over, further studies should be invested in designing in-
terventions that would adapt to the patients’ and caregiv-
ers’ needs. In this regard, it is important to highlight that 
certain populations face important barriers that impede 
their access to self-care interventions.32,33 Such barriers 
include inherent beliefs (e.g., lack of trust in healthcare 
providers), psychosocial conditions (e.g., homelessness, 
poverty, loneliness, and migration), and structural barriers 
(excessive distance from the healthcare setting and a lack 
of transportation). Consequently, the focus of research will 
inevitably shift from individuals with high and medium 
socioeconomic status to individuals in disadvantaged and 
underserved communities.32 The involvement of clinicians, 
researchers and policymakers is crucial in determining 
how these programs can be customized for disadvantaged 
people, whether they could help reduce the inequities, and 
ultimately improve their wellbeing. To accomplish this, 
a thorough multidimensional assessment of the patient-
caregiver background is necessary to pinpoint contextual 
factors that may impede access and effectiveness of self-
care interventions.32

We also foresee a step further to the evidence extracted 
from trials by including economic evaluations. With such 
information, we will help clinicians make more informed 
decisions about which types of interventions should be 
adopted to care for their patients.

An  important role will be taken using artificial in-
telligence (AI) to study self-care. Artificial intelligence 
could be used to collect and analyze data collected by pa-
tients or by wearable devices and sensors, or it could be 
used to study how patients report their experience with 
chronic diseases on social media.34 So far, there is evi-
dence that AI-driven approaches offer substantial bene-
fits in terms of higher frequency and duration of lifestyle 
choices, as well as decreased utilization of healthcare 
services.35 Future studies could be performed by testing 
AI-powered chatbots, which can provide patients with 
personalized and motivated self-care guidance. Artificial 

intelligence algorithms can also predict potential chal-
lenges patients may face in managing specific self-care 
behaviors (e.g., exercise). These are the only examples 
in which AI can be used. Other forthcoming trends will 
undoubtedly be the  study of  patient-caregiver dyads 
and, specifically, how their coactive relationship dur-
ing the disease process could be mutually beneficial for 
both members.
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Abstract
Background. The pathophysiology of Alzheimer’s disease (AD) is not fully understood and that new 
biomarkers for the condition should be presented.

Objectives. Our study aimed to determine the blood levels of some biochemical molecules and peptide 
proteins in AD, which is accepted as the most common cause of dementia in the world, and to elucidate 
the relationship between them.

Materials and methods. The study consisted of 2 groups: 40 newly diagnosed AD patients and 40 healthy 
individuals. Plasma levels between the 2 groups and the correlation between them were statistically analyzed.

Results. The median brain-derived neurotrophic factor (BDNF) level in the AD group was found to be higher 
and statistically significant compared to the control group (p = 0.033).

Conclusions. According to our literature review, this is the first article in which these molecules have 
been studied together in AD patients. In this study, we revealed the importance of these parameters and 
especially the instrumental role of BDNF in the form and function of the brain in AD patients. Interestingly, 
in the patient group, all parameters in our study showed a positive and significant positive relationship with 
one another (p < 0.001).

Key words: BDNF, Alzheimer’s disease, correlation, biomarkers
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Background

Alzheimer’s disease (AD) is a chronic, progressive neu-
rodegenerative disease characterized by cognitive impair-
ment. It is the most common form of dementia in the elderly 
population, and its impact is increasing worldwide. Over 
47 million people are thought to be affected by AD glob-
ally.1–3 Age is the leading risk factor and research has shown 
that people over 60 are more likely to develop AD.4 The pri-
mary pathology of AD consists of amyloid-(A) deposition 
and neurofibrillary tangles of hyperphosphorylated tau.5 
Moreover, it is believed that neuroinflammation, microglial 
activation, oxidative stress, lack of metabolic energy, and 
neuronal death are all intimately linked to the pathogen-
esis of AD.6 Synaptic dysfunction and degeneration have 
recently been discovered to be more significantly linked 
to cognitive impairments than plaques or nodes.7 There-
fore, it has become essential to investigate various novel 
compounds that can serve as biomarkers for the pathophys-
iology of AD. Enzyme structure (spermidine synthase and 
agmatinase), factor structure such as brain-derived neuro-
trophic factor (BDNF), vascular endothelial growth factor 
(VEGF) and coagulation factor V (fV), and hormone struc-
ture such as heptapeptide angiotensin 1–7 (Ang-(1–7)) and 
peptide proteins (neurokinin B and amyloid A) may be ef-
fective biomarkers in the early diagnosis of AD. As we look 
at these molecules, we can see that spermidine impacts 
neuronal excitability, particularly ion channels, and is in-
cluded in a number of processes in the mammalian nervous 
system. It has also been linked to better memory function 
in older people at risk for AD who take spermidine supple-
ments. Spermidine may impair memory function in older 
people, although the precise methods by which it does are 
unclear.8,9 L-arginine generated by arginine decarboxyl-
ase is decarboxylated to yield agmatine. The mammalian 
brain is predicted to use agmatine as a neuromodulator, 
but it has been reported that its functional importance 
and the mechanisms of Aβ-stimulated changes in agma-
tine metabolism remain unclear. This is because Aβ in-
teracts with multiple receptors to participate in a variety 
of neuronal functions.10,11 The plasticity of neurons is de-
pendent on BDNF. It is well known that the cortex, hypo-
thalamus and hippocampus are among the brain regions 
where it is significantly expressed. In the hippocampus, 
BDNF specifically helps support the long-term potentiation 
of glutamatergic neurons. As a result, it aids the long-term 
memory storage process and is known to promote dendritic 
cell development and remodeling in response to altered 
neuronal activity.12 Coagulation factor V, unlike most other 
coagulation factors, is not enzymatically active but acts 
as a cofactor. It is known to shed light on the molecular 
mechanisms responsible for its physiological and patho-
logical properties.13 The vascular and neurological systems 
are supported by the intricate signaling molecule – VEGF. 
The AD neuropathological symptoms have been linked 
to impaired hippocampus volume and cognition, and have 

previously been documented to have a positive relation-
ship with VEGF in cerebrospinal fluid (CSF).14 A recently 
discovered axis of the brain’s renin–angiotensin system 
is the Ang-(1–7) axis. Angiotensin 1–7 is a heptapeptide 
that is created from Ang II by ACE2 and acts favorably 
by attaching to the MAS1 receptor. According to reports, 
Ang-(1–7) impacts the plasma levels of AD patients, and 
an Ang-(1–7) deficiency may contribute to the pathogen-
esis of AD.15,16 Neurokinin B is a 10-residue neuropeptide 
containing histidine. It has been reported that neurokinin 
peptides have different potentials in many neurodegenera-
tive diseases, especially in AD, and that the neuroprotective 
agent neurokinin B can shield neurons against the toxicity 
of Aβ peptides. The mechanisms by which neurokinin B af-
fects the inhibition of Aβ aggregation are still unknown.17,18 
Amyloid A is actively included in the pathological pro-
cesses of rheumatoid arthritis, cancer, atherosclerosis, and 
AD by its collection. The apolipoprotein family includes 
the highly conserved protein amyloid A, which is mostly 
produced by the liver. Its role in the pathophysiology of AD 
is still debated.19 In this study, BDNF has attracted the most 
attention due to its potential therapeutic value and possible 
role in the development of neurological and psychiatric dis-
orders, such as protein synthesis, axonal growth, dendritic 
cell formation, and synaptic plasticity, which are critical 
for learning.20 In the definition of BDNF-related metabolic 
processes, the determination and comparison of some pa-
rameters were important in the evaluation of AD levels.

Objectives

This research aims to elucidate the relationship between 
AD patients and various molecules (spermidine synthase, 
agmatinase, BDNF, coagulation fV, VEGF, Ang (1–7), neu-
rokinin B, and amyloid A). It is also aimed to reconsider 
the role of BDNF.

Materials and methods

Study design

This research was conducted in line with the recommen-
dations of the Declaration of Helsinki. The Siirt University 
Non-Interventional Clinical Research Ethics Committee 
approval was obtained before the study commencement 
(approval No. 2022/04.06 issued on May 30, 2022). A total 
of 80 people participated in this study. The study’s patient 
group comprised 40 newly diagnosed volunteer patients 
with AD and a control group of 40 volunteers without AD 
or other neurological diseases. The diagnosis was made 
by neurologists working in the neurology outpatient clin-
ics of the Şırnak State Hospital (Turkey). The Diagnostic 
and Statistical Manual of Mental Disorders-Fifth Edition 
(DSM-V) was used according to the criteria established 
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by the National Institute of Neurological and Commu-
nication Disorders and Stroke and the AD and Related 
Disorders Association (NINCDS-ADRDA).21,22 For each 
patient to be involved in the study, the age range of 45–90 
was chosen as the inclusion criterion. Those with neuro-
logical and/or psychiatric diseases other than AD, clinical 
depression, brain tumors, subdural hematomas, chronic al-
coholism, cognitive impairment caused by heavy exercise, 
use of antioxidant supplements, and those who quit vol-
untarily were not included in the study. Informed consent 
was obtained from all individuals included in this study.

Sample collection

After an overnight fast, fasting venous blood samples 
were taken from the participants voluntarily for the study, 
after an average of 10 h of fasting from the arm veins using 
tubes without anticoagulant (SST Vacusera, 5 mL, 235305; 
Disera A.Ş, İzmir, Turkey) and tubes with anticoagulant 
(K3 EDTA, 2 mL, 70697; sodium-citrate 3.2%, 2.7 mL; Ay-
set, Adana, Turkey). The tubes were gently inverted several 
times. Blood samples in tubes without anticoagulant and 
samples with sodium citrate were centrifuged at 4°C for 
10 min at 4000 rpm. Complete blood count (XN 1000; Sys-
mex Company, Kobe, Japan), biochemical (c8000; Abbott, 
Abbott Park, USA) and hor monal assays (Roche Cobas 
6000 c601; Roche Diagnostics, Mannheim, Germany) were 
carried out at Şırnak State Hospital Medical Biochemistry 
Laboratory. To measure the plasma levels of other mol-
ecules, the obtained plasma samples were divided into 
portions, placed in Eppendorf tubes and labeled. Prior 
to analysis, Eppendorf tubes were stored at −80°C.

Measurement of plasma levels 
of molecules

The BDNF, neurokinin B, agmatinase, VEGF, spermi-
dine synthase, Ang-(1–7), serum amyloid A, and coagula-
tion fV levels were measured in the plasma samples using 
human enzyme-linked immunosorbent assay (ELISA) 
kits (catalog No. 201-12-1303, 201-12-8627, 201-12-) 3110, 
201-12-0081, 201-12-4979, 201-12-2828, 201-12-1226, 
201-12-6817; SunRed Biological Technology, Shanghai, 
China). Absorption was measured at 450 nm with ELISA 
microplate reader (Thermo Scientific Multiskan GO, SN: 
1510-02723; Thermo Fisher Scientific, Waltham, USA) 
using an antibody-coated 96-well plate. Thermo Scientific 
Wellwash, SN:888-3023A (Thermo Fisher Scientific) was 
used as the automatic washer for plate washing. Intra-test 

and inter-assay coefficient variables (%CV) in all kits were 
below 10%. All ELISA analyses for this research were done 
in the laboratory of the Siirt University Science and Tech-
nology Application and Research Center.

Statistical analyses

IBM SPSS v. 21.0 (IBM Corp., Armonk, USA) was utilized 
for statistical analysis. Shapiro–Wilk and Kolmogorov–
Smirnov tests and graphs were used to evaluate whether 
the data in all groups, including age, were normally dis-
tributed. According to Shapiro–Wilk and Kolmogorov–
Smirnov tests, the data were not distributed normally.  
The normality results of the tables and graphs have been 
presented in the Supplementary material. The Mann–
Whitney U test was employed to compare plasma median 
values between groups using non-normally distributed 
data. The scatterplots were inspected visually to check 
for monotonicity between the variables. Since there were 
monotonic relationships between the variables, Spearman’s 
correlation analysis was employed to measure the strength 
of these relationships. Descriptive statistics were used for 
numerical variables, group median values, minimum and 
maximum values, and interquartile range (IQR) data. 
In addition, z-values and Mann–Whitney U and effect 
size values are presented in Table 1 and Table 2. A value 
of p < 0.05 was considered significant.

Results

A total of 80 people, 40 healthy controls (male/female 
ratio: 14/26) and 40 AD patients (male/female ratio: 15/25), 
participated in this study. The mean age of the patient group 
(79.88 ±7.57 years) was found to be higher than of the con-
trol group (76.43 ±10.75 years), but the difference between 
the groups was not statistically significant (p = 0.225; Table 1). 
When the levels of BDNF, VEGF, spermidine synthase, Ang-
(1–7), serum amyloid A, and coagulation fV were exam-
ined between the groups, increases were seen in the group 
with  AD (1.67  ±0.50  ng/mL, 1290.38  ±472.51  ng/L, 
22.59 ±8.38 ng/mL, 216.50 ±83.69 ng/L, 5.71 ±2.06 μg/mL, 
and 39.11 ±19.21 ng/mL) compared to the control group 
(1.29  ±0.49  ng/mL, 1198.60  ±357.81  ng/L, 18.99  ±  6, 
37  ng/mL, 176.19  ±47.31  ng/L, 5.32  ±1.89  μg/mL, and 
31.94 ±7.26 ng/mL), p = 0.033 for BDNF, p = 0.613 for VEGF, 
p = 0.073 for spermidine synthase, p = 0.056 for Ang-(1–7), 
p = 0.371 for amyloid A, and p = 0.485 for coagulation fV, 
neurokinin B and agmatinase decreased in the group with 

Table 1. Age compared between groups

Variable
Control (n = 40) AD patients (n = 40)

Z-value p-value
IQR min max median IQR min max median

Age [years] 15.25 49 89 79 15 65 90 79 –1.214 0.225

The comparison was made using the Mann–Whitney U test; IQR – interquartile range; Min – minimum; Max – maximum; AD – Alzheimer’s disease.
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AD compared with the control group (267.85 ±82.45 ng/L, 
11.86  ±4.24  ng/mL), respectively (270.03  ±77.89  ng/L, 
12.57  ±3.59) (neurokinin B, p  =  0.669, for agmatinase 
p = 0.397). The increase in BDNF levels in the patient group 
was statistically significant (p = 0.033 for BDNF; Table 2). 
The control evaluation of the correlation is given in Table 3 
and the patient evaluation is presented in Table 4. Interest-
ingly, the parameters in the patient group showed a positive 
and significant relationship with each other (p < 0.001).

Discussion

Health expenditures in the world and new medical treat-
ments prolong life expectancy in old age and increase 
the share of the elderly population in the total population. 
The world’s demographic is changing to include a larger 
elderly population. Alzheimer’s disease is a chronic disease 
seen in advanced age, affecting millions of people world-
wide, and is the most prevalent reason for primary neu-
rodegenerative dementia. It progresses in stages in many 

people who have not yet developed advanced dementia, 
and can reach a level that affects the daily life of the pa-
tient, with memory difficulties during the middle stage.23,24 
There is a need for strategies to combat this devastating 
disease, whose prevalence rises with age. Perhaps the most 
significant of  these strategies is  to detect AD as early 
as possible. The depicted pathological properties of AD are 
amyloid-β (Aβ) and tau pathology.25 It is a neurodegenera-
tive, pathogenic and chronic disease of enzymes (spermi-
dine synthase and agmatinase), factor structures (BDNF, 
coagulation  fV, VEGF), peptide structures (neurokinin B, 
amyloid A), and hormone structure heptapeptide (Ang-
(1–7)) proteins. We examined whether they could be effec-
tive biomarkers for the early diagnosis of AD. Interestingly, 
the parameters in the patient group in our study showed 
a positive and significant relationship with each other 
(p < 0.001, Table 4). The AD patient’s brain tissue develops 
Aβ oligomers, which have a direct effect on the disease’s 
development. One of the primary causes of neurotoxicity, 
Aβ oligomers, are known to produce intracellular Ca2+ 
excess and neuronal death, both of which can be avoided 

Table 2. Plasma levels of molecules compared between groups

Variables 
Control (n = 40) AD patients (n = 40)

Z-value Effect 
size p-value

IQR min max median IQR min max median

BDNF [ng/mL] 0.71 0.01 2.30 1.24 1.17 0.69 3.48 1.49 −2.132 0.058 0.033*

Neurokinin B [ng/L] 102 93.08 398.66 257.46 142 121.21 445.67 238.85 −0.427 0.002 0.669

Agmatinase [ng/mL] 4.86 6.19 22.11 11.83 6.42 4.58 23.26 10.76 −0.846 0.009 0.397

VEGF [ng/L] 593.19 245.11 1870.67 1158.39 692.79 475.72 2565.56 1126.30 −0.505 0.003 0.613

Spermidine synthase [ng/mL] 9.52 3.94 34.51 17.63 13.72 10.24 45.92 20.02 −1.791 0.041 0.073

Angiotensin 1–7 [ng/L] 62.29 75.85 282.89 173.77 126.18 97.48 443.16 191.84 −1.911 0.046 0.056

Serum amyloid A [µg/mL] 2.74 0.60 9.71 5.11 3.36 2.34 11.30 5.78 −0.894 0.010 0.371

Coagulation factor V [ng/mL] 11.23 20.00 52.18 31.30 29.32 11.01 77.62 31.51 −0.698 0.006 0.485

The comparison was made using the Mann–Whitney U test; IQR – interquartile range; Min – minimum; Max – maximum; BDNF – brain-derived 
neurotrophic factor; VEGF – vascular endothelial growth factor; * statistically significant group; AD – Alzheimer’s disease.

Table 3. Correlation analysis results of the control group

Variables Neurokinin B 
[ng/L]

Agmatinase 
[ng/mL] VEGF [ng/L] Spermidine 

synthase [ng/mL]
Angiotensin 

1–7 [ng/L]
Serum amyloid A 

[µg/mL]
Coagulation 

factor V [ng/mL]

BDNF (ng/mL]
r = 0.651**
p < 0.001

r = 0.528**
p < 0.001

r = 0.692**
p < 0.001

r = 0.719**
p < 0.001

r = 0.536**
p < 0.001

r = 0.794**
p < 0.001

r = 0.493**
p = 0.001

Neurokinin B 
[ng/L]

–
r = 0.555**
p < 0.001

r = 0.682**
p < 0.001

r = 0.760**
p < 0.001

r = 0.567**
p < 0.001

r = 0.740**
p < 0.001

r = 0.665**
p < 0.001

Agmatinase 
[ng/mL]

– –
r = 0.454**
p = 0.003

r = 0.525** 
p < 0.001

r = 0.307
p = 0.054

r = 0.484**
p = 0.002

r = 0.601**
p < 0.001

VEGF [ng/L] – – –
r = 0.746** 
p < 0.001

r = 0.611** 
p < 0.001

r = 0.809**
p < 0.001

r = 0.567**
p < 0.001

Spermidine 
synthase [ng/mL]

– – – –
r = 0.617** 
p < 0.001

r = 0.742**
p < 0.001

r = 0.683**
p < 0.001

Angiotensin 1−7 
[ng/L]

– – – – –
r = 0.587**
p < 0.001

r = 0.435**
p = 0.005

Serum amyloid A 
[µg/mL]

– – – – – –
r = 0.548**
p < 0.001

**Correlation is significant at the 0.001 level (two-tailed); r – correlation coefficient; BDNF – brain-derived neurotrophic factor; VEGF – vascular endothelial 
growth factor.
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because of the action of N-methyl-D-aspartate (NMDA) 
receptor antagonists.26 According to reports, Aβ oligo-
mers rapidly activate NMDA receptors, and medications 
that inhibit the action of these receptors can stop Aβ from 
damaging neurons in AD.27 Nitric oxide synthase (NOS), 
which helps to produce NO, is inhibited by polyamines 
such as agmatine and spermidine.26 It has inhibitory ef-
fects on glutamatergic NMDA receptors in rat hippocam-
pal neurons.27 Nevertheless, it is uncertain where exactly 
NMDA receptor antagonist drugs interact.28 From this 
perspective, it can be deduced that polyamines such as ag-
matine and spermidine, which are NMDA receptor an-
tagonists, contribute to the pathogenesis of AD. According 
to our knowledge, the effect of polyamines such as agma-
tine and spermidine on NMDA receptor blockade in AD, 
which accumulates Aβ, has not yet been clarified in this 
mechanism in which agmatine synthase and spermidine 
synthase enzymes are directly involved. In our study, ag-
matinase enzyme levels were discovered to decrease in AD 
patients compared to controls. In AD, patients’ spermidine 
synthase enzyme levels were higher than in the control 
group. A statistically significant decrease in agmatinase 
enzyme levels (p = 0.397) and a rise in spermidine syn-
thase enzyme levels (p = 0.073) was observed; considering 
the short half-life in the metabolic pathway of agmatine 
degraded from L-arginine, the relationship between ag-
matine over-release or high agmatine concentrations and 
AD is related to the brain, CSF or AD. Agmatine levels 
in blood can be interpreted as affecting NMDA receptor 
blockade. The increase in spermidine synthase enzyme due 
to the spermidine step released from agmatine and orni-
thine may also be the source of NMDA receptor blockade. 
All these interpretations may explain the source of NMDA 
receptor blockade in the pathogenesis of AD by accumu-
lated Aβ oligomers. Agmatine reduction, which was also 
observed in our AD study, can have negative consequences, 

including depression-like symptoms, reduced cognitive 
abilities and memory loss. Agmatine’s multi-receptor af-
finity and various physiological functions and its antago-
nism of NMDA receptors are significant in elucidating 
the pathogenesis of AD. Polyamine pathway and imidazo-
line receptor agents restoring BDNF in β-amyloid-induced 
AD provide insufficient information on how they affect 
BDNF levels in the hippocampus. The BDNF expression, 
which plays a significant role in neuronal development 
besides the pathogenesis of AD, is a matter of considerable 
interest in the brains of patients with AD. In our study, 
BDNF levels in AD patients were detected to be higher 
than in controls (Table 2). The BDNF, which exhibits a sta-
tistically significant rise in blood levels (p = 0.033), is cru-
cial to understand the pathophysiology of AD. According 
to one study, agmatine’s antidepressant-like effects in AD 
are linked to decreased levels of pro-inflammatory cyto-
kines (interleukin(IL)-6 and tumor necrosis factor alpha 
(TNF-α))) and elevated levels of BDNF in the hippocam-
pus.29 Studying the pathogenicity suggests that the VEGF 
system controls synapse function mechanisms which toxic 
soluble Aβ oligomers disrupt in the early stages of AD. 
Growing evidence suggests that Aβ targets excitatory 
synapses through a particular dendritic area and binds 
to a subset of neurons.30 Because of the putative neuro-
protective function of VEGF in AD, higher VEGF levels 
have been linked to reduced cognitive loss in studies em-
ploying AD biomarkers.31 Compared to the control group, 
a drop was seen in our AD group, though this decrease was 
not statistically significant (p = 0.613). Abnormal levels 
of VEGF have been associated with Aβ deposition in AD. 
One of the most studied receptors among neurokinin re-
ceptors is the neurokinin 1 receptor. We also included 
the neurokinin B parameter from the neuropeptide family, 
which we think provides protection against the neurotoxic 
processes of AD in multiple ways. In our study, a decrease 

Table 4. Correlation analysis results of the patient group

Variables Neurokinin B 
[ng/L]

Agmatinase 
[ng/mL] VEGF [ng/L] Spermidine 

synthase [ng/mL]
Angiotensin 

1–7 [ng/L]
Serum amyloid A 

[µg/mL]
Coagulation 

factor V [ng/mL]

BDNF [ng/mL]
r = 0.749**
p < 0.001

r = 0.800**
p < 0.001

r = 0.717**
p < 0.001

r = 0.771**
p < 0.001

r = 0.720** 
p < 0.001

r = 0.683**
p < 0.001

r = 0.622**
p < 0.001

Neurokinin B 
[ng/L]

–
r = 0.788**
p < 0.001

r = 0.840**
p < 0.001

r = 0.778**
p < 0.001

r = 0.645** 
p < 0.001

r = 0.678**
p < 0.001

r = 0.589**
p < 0.001

Agmatinase 
[ng/mL]

– –
r = 0.830** 
p < 0.001

r = 0.838**
p < 0.001

r = 0.643** 
p < 0.001

r = 0.746**
p < 0.001

r = 0.610**
p < 0.001

VEGF [ng/L] – – –
r = 0.793**
p < 0.001

r = 0.714** 
p < 0.001

r = 0.732**
p < 0.001

r = 0.630**
p < 0.001

Spermidine 
synthase [ng/mL]

– – – –
r = 0.721** 
p < 0.001

r = 0.812**
p < 0.001

r = 0.665**
p < 0.001

Angiotensin 1–7 
[ng/L]

– – – – –
r = 0.622**
p < 0.001

r = 0.539**
p < 0.001

Serum amyloid A 
[µg/mL]

– – – – – –
r = 0.769**
p < 0.001

**Correlation is significant at the 0.001 level (two-tailed); r – correlation coefficient; BDNF – brain-derived neurotrophic factor; VEGF – vascular endothelial 
growth factor.
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was observed in neurokinin B levels in the AD group com-
pared to the control group, but this decrease was not statis-
tically significant (p = 0.669). We observed a slight, but not 
significant, decrease in the activity of neuropeptides and 
thus an increase in the metabolic half-life of the neuroki-
nin 1 receptor substance. Neurokinin 1 receptor antago-
nists reduce the level of neurokinin 1 receptor substance 
in the cortex, hippocampus and striatum in AD and ani-
mal models where neuroinflammation-mediated changes 
in neural circuits were significant.32,33

One potential mechanism underpinning the pathogen-
esis of AD is potassium channel malfunction. The neu-
roprotective effects brought about by the neurokinin 1 
receptor are mediated by a few voltage-gated potassium 
channels. Administration of neurokinin 1 receptors inhib-
its Aβ-induced disturbance of cognitive functions by in-
hibiting Aβ-induced upregulation of potassium channel 
subunits and Aβ-type K+ currents.34,35 Serum amyloid A, 
the precursor protein synthesized in the liver, whose physi-
ological role has not been fully elucidated, is an acute phase 
reactant whose blood level increases in response to vari-
ous diseases. Inflammation in the brain in AD is demon-
strated by the proteins involved in the complement cas-
cade and the presence of α-1-antichymotrypsin (ACT). 
However, although local inflammation is strongly involved 
in the pathogenesis of AD, studies that mention the pres-
ence of amyloid-A in the AD brain have not been found. 
In our study, there was an increase in serum amyloid-A lev-
els in the AD group; however, it was not statistically signifi-
cant (p = 0.371). Large-scale studies are needed to explain 
this mechanism. A potential biomarker of AD is the Ang-
(1–7) heptapeptide. Angiotensin 1–7 is said to be beneficial 
for facilitating neuronal functioning and reducing apop-
tosis in memory-related brain structures in AD patients.36 
In our study, Ang-(1–7) levels increased in the AD group 
compared to the control group, but this increase was not 
statistically significant (p = 0.056). Therefore, evaluating 
these effects may be a promising strategy for the discov-
ery of therapeutics or biomarkers for AD, as upregulation 
of these pathways is expected to have a significant effect 
on AD pathogenesis.37

In AD, BDNF levels tend to decrease in regions where 
memory and cognitive functions are regulated, especially 
in the hippocampus and cortex of nerve cells. This can 
lead to less exposure of nerve cells to BDNF, and thus a de-
crease in supporting factors important for cell survival, 
growth and communication. Decreased BDNF levels can 
contribute to nerve cell damage and death. Therefore, in-
creasing or maintaining BDNF levels may be an important 
target for the treatment and prevention of AD. Research 
on this topic shows that strategies such as BDNF-boost-
ing drugs or lifestyle changes can help reduce the effects 
of AD by increasing the survival and function of nerve 
cells. However, research in this area is still ongoing, and 
the exact mechanism of the BDNF effect on AD and its 
therapeutic potential need to be better understood. In our 

study, we found a significant increase in BDNF profile. 
However, AD, which is a neurological disease, has been 
associated with low levels of BDNF. A systematic review 
and meta-analysis concluded that in 15 analyzed studies, 
2067 AD patients had significantly lower serum BDNF 
levels than healthy controls.38 While discussing the ef-
fects of all parameters that could be biomarkers in the AD 
pathophysiology, we noticed the increased levels of BDNF. 
The role of BDNF in relation to AD, which has not yet 
been fully elucidated, is important because of its effects 
on the pathophysiology of the disease and neuroplasticity. 
Due to the small number of study patients we cannot draw 
any definitive conclusions, but a larger-scale study may 
support our hypothesis in the future.

Limitations

The limitation of this study is the small number of pa-
tients. Different results could be obtained if the study was 
conducted with a larger number of patients.

Conclusions

We concluded that BDNF may be increased as a result 
of the effect of agmatine reduction on β-amyloid-induced 
AD in neuroinflammation by activating imidazoline recep-
tors. Exactly how BDNF is effective in AD is not yet clear 
and research is ongoing. It  is observed that the studies 
conducted in this area show promising results – the regu-
lation of BDNF levels or drugs that interact with BDNF 
may have the potential to slow the progress of the disease. 
However, it is important to remember that AD is a complex 
condition, and a single molecule is not sufficient to cure 
the disease. Further studies and clinical trials can help 
develop potential new methods and drugs for the treat-
ment of AD. Large-scale studies are needed to elucidate 
the mechanisms of this disease. While BDNF levels are 
observed to decrease in AD patients, we saw an interesting 
BDNF increase in our study. We think that the reason for 
this may be the high level of protein-containing nutrition 
in the region and the use of plant-based appetizers with 
meals that may have affected BDNF levels. Finally, we be-
lieve that experiments using AD models should use these 
parameters to clarify their function in disease identifica-
tion and management.

Supplementary data

The Supplementary materials are available at https://
doi.org/10.5281/zenodo.8406302. The package comprises 
of the following files:

Supplementary Table 1. Normality test results for age.
Supplementary Table 2. Parameters normality test results.
Supplementary Table 3. Control grubuna ait scatterplots.
Supplementary Table 4. patient grubuna ait scatterplots.
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Abstract
Background. There is an increased risk for childhood type 1 diabetes (T1D) when T1D and type 2 diabetes 
(T2D) are reported in relatives.

Objectives. Our objective was to evaluate current family risk factors for T1D development before implement-
ing a national screening program for T1D.

Materials and methods. A population of 879 Caucasian children and adolescents with T1D and 286 healthy 
controls were enrolled in the study. All participants completed the same questionnaire, which collected infor-
mation about family history of diabetes over 3 generations. In statistical analyses, frequency tables and χ2 tests 
evaluated possible multicollinearity among risk factors that were significantly associated with the outcomes.

Results. Family history of diabetes was more frequent in controls (n = 75, 26.2%) than in patients with 
T1D (n = 146, 16.6%, odds ratio (OR) = 1.785, 95% confidence interval (95% CI): 1.299–2.452, degrees 
of freedom (df) = 12.976, p = 0.004), especially with a family history of T2D (n = 62, 21.7% compared 
to n = 79, 9.0%, respectively, OR = 2.803, 95% CI: 1.948–4.034, df = 32.669, p < 0.001). Also, there was 
a tendency for the nuclear family of T1D patients to be more frequently affected by T1D (n = 74, 8.4%) than 
the controls (n = 15, 5.2%, OR = 1.605, 95% CI: 0.937–2.751, df = 3.081, p = 0.079). The risk of T1D was 
associated with the closest family members being affected and accelerated over generations. Indeed, it was 
highest in siblings, especially brothers (OR = 12.985, 95% CI: 0.782–215.743, Fisher’s test: p < 0.001). 
A positive family history of T2D burden among second-degree relatives was 2.728 times more frequent 
in the control group than in the T1D group (OR = 2.728; 95% Cl: 1.880–3.962, p < 0.001). Furthermore, 
a positive family history of T1D among first-degree relatives was less frequent in the controls than in the T1D 
group (OR = 0.124; 95% Cl: 0.030–0.516, p = 0.004).

Conclusions. A family history of T1D, but not T2D, is a significant risk factor for T1D development. Indeed, 
the priority in screening for T1D should be given to first-degree relatives of T1D patients, starting from siblings.

Key words: type 2 diabetes mellitus, siblings, type 1 diabetes mellitus, first-degree relatives, family history 
of diabetes
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Background

Type 1 diabetes (T1D) develops from interactions be-
tween several combinations of susceptibility genes and 
environmental exposures. Numerous studies have found 
an increased risk of T1D in children whose relatives have 
both type 1 and type 2 diabetes (T2D).1–3 Previous studies 
demonstrated that individuals with first-degree relatives 
with T1D have an approx. 15-fold higher relative lifetime 
risk of developing T1D than the general population, and 
the prevalence of T1D by the age of 20 is around 5% com-
pared to approx. 0.3% in the general population, making 
screening an effective approach to recruiting for preventive 
screening. However, over 85% of newly diagnosed patients 
have no family history.4–6 Moreover, it is well established 
that the prevalence of autoimmunity and T1D in individu-
als with certain human leukocyte antigen (HLA) loci varies 
significantly, with a gradient that includes a range of highly 
susceptible protective loci.7,8 Indeed, over 70 T1D genetic 
variants have been identified in genome-wide association 
studies.9 Around half of them are HLA-DR and HLA-DQ  
loci. First-degree relatives who carry HLA-DR3-DQ2/
DR4-DQ8 have an elevated risk of islet autoimmunity and 
T1D, which increases by about 20%.10,11 In families living 
together, similar environmental risk factors for diabetes 
may also explain this observation.

Type 1 diabetes often occurs in combination with sev-
eral endocrine and non-endocrine autoimmune disorders. 
Recent studies have shown a strong cluster of T1D and 
autoimmune diseases in patients and their first-degree 
relatives.12 Annual serological and subsequent functional 
screening for autoimmune disorders in T1D patients and 
their first-degree relatives is recommended. Screening for 
T1D autoantibodies has positive clinical consequences, 
including reduced diabetic ketoacidosis events, improved 
glycemic control, and a positive impact on short-term and 
long-term complications.13 In  some regions of Poland, 
screening for T1D antibodies in  first-degree relatives 
of patients with T1D has been conducted.14 According 
to the International Society for Pediatric and Adolescent 
Diabetes (ISPAD) recommendations, routine screening 
for family members as part of clinical care has been pro-
posed as an intermediate step toward general population 
screening.15 Such an approach would be highly recom-
mended if effective immunotherapies that delay progres-
sion and preserve β-cell function are approved by regula-
tory bodies and the cost/benefit ratio related to screening 
is optimized.16

Objectives

This study aimed to assess T1D risk in children and ado-
lescents with a positive family history of diabetes at our 
center prior to  the  implementation of  a  national T1D 
screening program.

Materials and methods

Our cohort study was conducted between 2017 and 
2018 and involved 879 Caucasian children and adoles-
cents with T1D and 286 healthy Caucasian children and 
adolescents. The T1D patients constituted an unselected 
group of patients and included 90% of all patients treated 
in our department, with a median age of 12.8 (9.2; 15.5) 
years. The T1D diagnosis was made according to the 2017 
criteria of the Polish Diabetes Society.17 The control group 
consisted of children and adolescents from public schools, 
representative of the general population.

The Ethics Committee of Jagiellonian University approved 
the study (approval No. 1072.6120.206.2017). All parents/
legal guardians of the study participants gave their written 
informed consent by completing a family interview question-
naire. All participants completed the same questionnaire, 
which was prepared by the authors of the study. Family his-
tory collected information about diabetes over 3 genera-
tions (defined as grandparents, i.e., both of the parent’s par-
ents, parents, siblings of parents, i.e., aunts and uncles, and 
the children of parents’ siblings, i.e., cousins and siblings). 
Data on the number of relatives with diabetes, the age of dis-
ease onset, and the use of insulin in those diagnosed with di-
abetes were obtained. The questionnaire used the term latent 
autoimmune diabetes in adults (LADA) for T1D diagnosed 
in adults according to the then valid classification. In addi-
tion, we asked about autoimmune diseases in diabetic family 
members, specifically celiac disease, autoimmune thyroiditis, 
including Graves’ disease, and non-celiac autoimmune bowel 
diseases, to minimize the risk of T1D overdiagnosis among 
diabetic relatives treated with insulin. The interviewers were 
medical students from a scientific group working in our de-
partment. Data on study participants were mostly obtained 
from their parents (predominantly from mothers).

Statistical analyses

All statistical analyses employed IBM SPSS v. 25 (IBM 
Corp., Armonk, USA) and Statistica v. 13 with the medical 
kit (StatSoft, Tulsa, USA). Results are presented as me-
dians with upper and lower quartiles. The  normality 
of data distribution was assessed using the Shapiro–Wilk 
test (for a relatively small sample size <50) and the Kol-
mogorov–Smirnov test (for a  large sample size). Due 
to interval data with non-parametric distribution in pa-
rameters such as age and the T1D diagnosed age, which 
occurred in at least 1 of the 2 examined groups of children 
(Table 1,2), the Mann–Whitney U test for 2 independent 
samples was used. Frequency tables and χ2 tests assessed 
possible collinearity among risk factors that were signifi-
cantly associated with the outcomes.

For subsets of data with smaller numbers, the χ2 test with 
Yates’ correction and Fisher’s exact test of independence 
were used. The chi-square automatic interaction detec-
tion (CHAID) decision tree algorithm proposed by Kass 
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identified the  main determinants of  T1D at  younger 
ages (84 months and below). These decision trees oper-
ate through a series of steps, including merging, splitting 
and retaining, based on user-specified criteria, and split 
the data into more homogeneous groups.18 Multivariate 
logistic regression models determined the odds of avoiding 
T1D. A 95% confidence interval (95% CI) was used to es-
timate the precision of the odds ratio (OR). A two-tailed 
p-value <0.05 was considered statistically significant.

Results

The study included 879 children with T1D, among them 
451 (51%) boys and 428 (49%) girls (Fig. 1). The median age 
in the male subgroup with T1D amounted to 154 months 
(110.5; 187) and did not differ from the  female sub-
group (149 months (109;185.5); U = 94804, p = 0.346). 
In the group of children with T1D, the median age at T1D 
diagnosis was 84 months (49; 124), which did not differ 

Table 1. Values of normality tests for age in the entire examined population (n = 1165), the group of children with T1D (n = 879) and control group (n = 286), 
taking gender into account

Groups D statistics (D) and p-values  
in the Kolmogorov–Smirnov tests

W statistics (W) and p-values  
in the Shapiro–Wilk tests

Entire examined population (n = 1165)
D = 0.073827

p < 0.001
W = 0.968583

p < 0.001

Group of children with T1D (n = 879)
D = 0.081427

p < 0.001
W = 0.954083

p < 0.001

Control group (n = 286)
D = 0.137104

p < 0.001
W = 0.47486

p < 0.001

Entire examined boy population (n = 588)
D = 0.081074

p < 0.001
W = 0.964077

p < 0.001

Entire examined girl population (n = 570)
D = 0.070772

p = 0.006
W = 0.971673

p < 0.001

Group of boys with T1D (n = 451)
D = 0.084905

p = 0.003
W = 0.949227

p < 0.001

Group of girls with T1D (n = 428)
D = 0.086927

p = 0.003
W = 0.957016

p < 0.001

Boys in the control group (n = 137)
D = 0.157911

p = 0.002
W = 0.936828

p < 0.001

Girls in the control group (n = 142)
D = 0.132553

p = 0.013
W = 0.950827

p < 0.001

T1D – type 1 diabetes; T2D – type 2 diabetes; n – number of children.

Table 2. Values of normality tests for age at diagnosis of T1D in the group of children with T1D (n = 879) depending on family history of T1D and T2D, taking 
gender into account

Groups D statistics (D) and p-values 
in the Kolmogorov–Smirnov test

W statistics (W) and p-values 
in the Shapiro–Wilk test

Group of children with T1D (n = 879)
D = 0.081427

p < 0.001
W = 0.954083

p < 0.001

Group of boys with T1D (n = 451)
D = 0.097346

p < 0.001
W = 0.954009

p < 0.001

Group of girls with T1D (n = 428)
D = 0.053759

p = 0.162
W = 0.944326

p < 0.001

Group of children with T1D with a positive family history of T2D 
(n = 79) 

D = 0.0661
p = 0.858

W = 0.980561
p = 0.271

Group of children with T1D with a negative family history of T2D 
(n = 800) 

D = 0.073228
p < 0.001

W = 0.949314
p < 0.001

Group of children with T1D with a positive family history of T2D 
burden among second-degree relatives (n = 76) 

D = 0.069974
p = 0.825

W = 0.978839
p = 0.235

Group of children with T1D with a negative family history of T2D 
among second-degree relatives (n = 803) 

D = 0.072574
p < 0.001

W = 0.949625
p < 0.001

Group of children with T1D with a positive family history of T2D 
burden among grandparents (n = 73) 

D = 0.081854
p = 0.681

W = 0.974688
p = 0.149

Group of children with T1D with a negative family history of T2D 
burden among grandparents (n = 806) 

D = 0.072066
p < 0.001

W = 0.949656
p < 0.001

T1D – type 1 diabetes; T2D – type 2 diabetes; n – number of children.
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between genders (U = 91937, p = 0.224). The 286 healthy 
individuals in the control group consisted of 137 boys 
(48%) and 142 girls (50%), with gender not specified in 7 
(2%) questionnaires. The gender distribution (boys com-
pared to  girls) was similar in  the  control group com-
pared to the T1D group (degrees of freedom (df) = 0.412, 
p = 0.521).

Family history of diabetes mellitus

Of the 879 children with T1D, 109 (12.4%) had 1 family 
member (first- or second-degree relative) with diabetes (all 
types) (Fig. 2), 30 (3.4%) had 2 family members, 6 (0.7%) had 
3 family members and only 1 (0.1%) had 4 family members 
with diabetes. In summary, 16.6% (n = 146) of children with 
T1D had at least 1 family member (first- or second-degree 
relative) affected by diabetes. Of the 286 control children, 

58 (20.3%) had 1 family member (first- or second-degree 
relative) with diabetes (all types) (Fig. 3), 15 (5.2%) had 
2 affected members and only 2 (0.7%) had 3 family mem-
bers with diabetes. To sum up, 26.2% (n = 75) of children 
from the control group had at least 1 family member (first- 
or second-degree relative) with diabetes.

Family history of diabetes mellitus type 1

Of the 879 children with T1D, 69 (7.8%) had 1 family mem-
ber (first- or second-degree relative) affected by T1D (Fig. 2), 
4 (0.5%) had 2 such family members and only 1 (0.1%) had 
3 family members affected by T1D. Overall, 8.4% (n = 74) 
of children with T1D had at least 1 family member (first- 
or second-degree relative) affected by T1D. Of the 286 chil-
dren in the control group, 15 (5.2%) had 1 family member 
(first- or second-degree relative) affected by T1D.

Fig. 1. Flowchart presenting the numbers (n) and proportions of participants with relatives affected by type 1 diabetes (T1D) and type 2 diabetes (T2D) 
in the total cohort of 1165 children
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Of the 879 T1D patients, 13 (1.5%) had a T1D father and 
7 (0.8%) had an affected mother. In addition, 19 patients 
(2.2%) had a brother with T1D and 9 (1.0%) had an affected 
sister. Of the 286 children in the control group, 2 (0.7%) had 
a father with T1D (Fig. 3). There were no cases of affected 
mothers or affected siblings in this group. The incidence 
of T1D in first- and second-degree relatives is detailed 
in Fig. 2 and Fig. 3.

We observed a tendency for the nuclear family of pa-
tients with T1D to be more frequently affected by T1D 
(n  =  74, 8.4%) than the  control group (n  =  15, 5.2%, 
OR = 1.605, 95% CI: 0.937–2.751, df = 3.081, p = 0.079). 
Children with T1D had parents with T1D more often 
(OR = 4.070, 95% CI: 1.900–8.733) than they had grand-
parents with T1D (df = 15.173, p < 0.001). In the control 
group, the numbers of parents and grandparents with T1D 
were similar (OR = 0.665, 95% CI: 0.065–3.747; Fisher’s 
exact test, p = 0.726). A positive family history of T1D 

among first-degree relatives was more frequent (n = 48, 
5.4%, OR = 8.202, 95% CI: 1.981–33.963) in the T1D group 
(Fisher’s exact test, p < 0.001) than in the control group 
(n = 2, 0.7%). A positive family history of T1D among sec-
ond-degree relatives was as common in the T1D group 
(n = 27, 3.1%, df = 1.414, p = 0.234) as it was in the control 
group (n = 13, 4.5%).

A positive family history of T1D among siblings was more 
frequent (n = 28, 19.0%, OR = 19.173, 95% CI: 1.167–315.137) 
in  the  T1D group (Fisher’s exact test, p  <  0.001) than 
in the control group (n = 0, 0%). A positive family history 
of T1D among brothers was more frequent (n = 19, 2.2%, 
OR = 12.985, 95% CI: 0.782–215.743) in the T1D group 
(Fisher’s exact test, p = 0.006) than in controls (n = 0, 0%).

Parental family history of T1D was similar between 
the T1D group (Fisher’s exact test, p = 0.130) and the con-
trol group, although there was a tendency for male family 
members of T1D children to have a more frequent positive 

Fig. 2. Flowchart presenting the numbers (n) and proportions of participants with relatives affected by type 1 diabetes (T1D) and type 2 diabetes (T2D) 
in a group of 879 children diagnosed with T1D
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history of T1D (df = 2.900, p = 0.089). A family history 
of T1D in aunts, uncles and cousins was similar in the T1D 
and control groups.

Family history of diabetes mellitus type 2

Among the 879 children with T1D, 53 (6.0%) had 1 family 
member (first- or second-degree relative) affected by T2D 
(Fig. 2), 21 (2.4%) had 2 such members, 4 (0.5%) had 3 mem-
bers, and only 1 (0.1%) had 4 family members affected by T2D. 
Overall, 9.0% (n = 79) of children with T1D had at least 1 fam-
ily member (first- or second-degree relative) affected by T2D. 
Of the 286 control children, 47 (16.4%) had 1 family mem-
ber (first- or second-degree relative) affected by T2D (Fig. 3), 
13 (4.5%) had 2 such family members and only 2 children 
(0.7%) had 3 family members affected by T2D. Overall, 21.7% 
(n = 62) of the children in the control group had at least 1 fam-
ily member (first- or second-degree relative) affected by T2D.

Family history of T2D was more frequent in the con-
trol group (OR = 2.803, 95% CI: 1.948–4.034, df = 32.669, 
p < 0.001) than T1D. Grandparents with T2D were sta-
tistically more frequent than parents with T2D in both 
groups (OR = 5.143; 95% CI: 2.213–11.947, df =17.903, 
p < 0.001 for the T1D group and OR = 11.956; 95% CI: 
5.067–28.211, df = 47.971, p < 0.001 for the control group). 
In patients with T1D and a positive family history of T2D 
burden among grandparents, T1D was diagnosed later 
(U = 24505, p = 0.018, median age (25; 75%): 107 months 
(77; 127)) than in patients with a negative family history 
of T2D (81 months (48; 124)). This finding corresponded 
with, among other things, decision tree (CHAID) results, 
which showed that the children with a positive family 
history of T2D among grandparents were more frequent 
(OR = 2.342; 95% CI: 1.153–4.755) in the older T1D di-
agnosis group (df = 8.785, p = 0.003) than in the younger 
group (84 months and below).

Fig. 3. Flowchart presenting the numbers (n) and proportions of participants with relatives affected by type 1 diabetes (T1D) and type 2 diabetes (T2D) 
in the control group (286 children).
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Family history of diabetes mellitus: 
comparison of diabetes types

In children with a positive family history of T2D, T1D 
was diagnosed later (U = 26469, p = 0.018, median age 
of 103 months (73.5; 126.5), n = 79) than in the group 
with a negative history (81 months (48; 124)). In cases with 
a family history of T1D, there were no such observations 
(U = 27512, p = 0.278; median age of 97 (49.25; 137) com-
pared to 84 (49; 124) months).

The logistic regression model showed a significant impact 
of T2D scores on the chances of second-degree relatives 
avoiding T1D in the entire study population (F = 27.133, 
p < 0.001). In order to describe this phenomenon more 
precisely, the model included an additional T1D variable 
in the family member(s) burden among first-degree rela-
tives (F = 42.867, p < 0.001; Table 2). After using a least abso-
lute shrinkage and selection operator (LASSO) logistic re-
gression model, the full logistic regression model included 
2 variables (T2D in family member(s) burden among sec-
ond-degree relatives and T1D in family member(s) burden 
among first-degree relatives) to assess the chance of avoid-
ing T1D in the entire study population (Table 3,4). In the fi-
nal model, children with a positive family history of T2D 
burden among second-degree relatives were classified 
more frequently by an average of 2.727 times (OR = 2.728; 
95% CI: 1.880–3.962, p < 0.001) in the control group than 
in the T1D group, but children with a positive family his-
tory of T1D burden among first-degree relatives were clas-
sified less frequently (OR = 0.124; 95% CI: 0.030–0.516, 
p = 0.004) in the control group than in the T1D group.

Discussion

The results of our study confirm that a positive family 
history of T1D in first-degree relatives is more common 
in children with T1D than in healthy controls (p < 0.001). 
Our data show that 5.4% of children with T1D had at least 
1 first-degree relative affected by T1D, which was statisti-
cally significantly higher than in the control group (0.7%). 
In the USA, data from the SEARCH study suggest that 
the risk of developing T1D in a child is 1.54 per 1000, 
or 0.154%.19 The risk of developing T1D in a child is higher 
if one of the parents has T1D, and the risk of T1D in sib-
lings is 6%.20 When analyzing the immediate family mem-
bers in our T1D group, 1.5% had a father with T1D, 0.8% 
had a mother with T1D, 2.2% had a brother with T1D, 
and 1.0% had a sister with T1D. It is worth emphasizing 
that children with a negative family history of T1D among 
brothers were more frequent in the control group than 
in the T1D group (p = 0.005). Interestingly, T1D parents 
were statistically more common than T1D grandparents 
(p < 0.001), but in the control group, the number of T1D 
parents and T1D grandparents was similar (p = 0.726); 
perhaps this is the effect of the epigenetic phenomenon 
of acceleration in subsequent generations.

Interestingly, male family members carry a higher risk 
of developing T1D. In previous studies, the risk of devel-
oping familial T1D has been reported to be more than 
2 times higher in the offspring of affected fathers than 
in those of affected mothers. Familial T1D characteristics 
in first-degree relatives were investigated in children diag-
nosed before the age of 15 using data from an international 

Table 3. Comparison of the 2 logistic regression models explaining the chance of avoiding T1D in the entire examined population (n = 1165) – before and 
after adding a new variable (T1D in member(s) family) to the basic model, which includes 1 variable: T2D in member(s) family burden among first-degree 
relatives (χ2 test: 15.733; p = 0.001)

Statistical
parameters

Model including 1 variable: T2D in member(s) 
family burden among second-degree relatives 

Extended model with a new variable: T1D 
in member(s) family burden among first-degree 

relatives

F 27.133 42.867

p-value <0.001 <0.001

df 1 2

R2 Nagelkerke (goodness-of-fit measure) 0.034 0.054

T1D – type 1 diabetes; T2D – type 2 diabetes; n – number of children; F – F statistic; df – degrees of freedom.

Table 4. Restricted model in logistic regression explaining the chance of avoiding T1D in the entire examined population (n = 1165)

Parameters B SE(B)
95% Cl for B

Wald statistic p-value Exp(B)
95% CI for Exp(B)

lower upper lower upper

T2D in member(s) 
of the family burden 
among second-
degree relatives

1.010 0.189 0.640 1.381 28.5407 <0.001 2.746 1.896 3.978

Constant 1.263 0.075 –1.411 –1.116 282.482 <0.001 0.283 0.244 0.328

B – regression coefficient in Wald statistic; SE(B) – standard error in Wald statistic; Exp(B) – odds ratio; 95% CI – 95% confidence interval; T2D – type 2 diabetes.



A.Wedrychowicz et al. Family history in type 1 diabetes788

population registries network and a case-control study, 
and showed a positive association between the population-
based incidence rate of T1D and the incidence of T1D 
in fathers of affected children.21 Pooled results from all 
centers showed that a higher proportion of fathers (3.4%) 
of affected children had T1D than mothers, giving a haz-
ard ratio (HR) of 1.8. These data are consistent with our 
observations (HR of 1.86 in children with T1D), although 
we only noticed a trend towards a higher positive history 
of T1D in male family members of children with T1D. 
The hypothesis was built suggesting that index children 
with an affected father may have a more aggressive disease 
process at diagnosis than those with other affected first-
degree relatives. Moreover, the hypothesis stated that ma-
ternal insulin treatment protects against T1D. A Finnish 
group reported that the index children with an affected 
father or mother were younger than those with an affected 
sibling.22 After age- and sex-adjusted analyses, index chil-
dren with an affected father presented more often with ke-
toacidosis and exhibited more weight loss before diagnosis 
than those with an affected mother.

Recent data from an  international study report that 
the risk of developing multiple autoantibodies was lower 
in  children with maternal T1D. For the  whole group, 
the risk of developing multiple autoantibodies was inde-
pendent of birthweight but was greater in those with in-
creased height velocity during the first 2 years of life. How-
ever, the risk associated with paternal T1D diabetes was 
not linked to differences in birthweight or early growth.23 
Also, Verge et al. reported that the offspring of a father 
with T1D were more likely to seroconvert to positivity 
for diabetes-related autoantibodies than the  offspring 
of an affected mother.24 Similarly, the risk of developing 
multiple islet autoantibody positivity tended to be higher 
in the offspring of affected fathers compared with affected 
mothers in the BABYDIAB study.25 In a German study, 
compared with the reference population, individuals with 
T1D had significantly fewer children and were more of-
ten childless, and more men (51.1%) than women (35.7%, 
p < 0.001) were childless.26 This report refutes the hypoth-
esis that affected fathers bring T1D risk to offspring more 
frequently because women with T1D decide not to have 
children due to fears over pregnancy, its complications 
and defects in their offspring.

The beneficial effects of estrogen with regard to insulin 
action and secretion in healthy women are well known.27 
However, there is no direct data that suggest that estrogens 
protect against autoimmune insulitis. Moreover, estrogen’s 
action could not explain why young, especially prepuber-
tal male members of the family carry a higher risk of de-
veloping T1D. Rather, some genes on the Y chromosome 
increase the risk of T1D development. Azulay et al. dem-
onstrated that the predominance of the HLA-DRB1*03 and 
DRB1*04 alleles in conferring an increased risk in a Brazil-
ian population and being more frequently related to the an-
cestry of the European Y chromosome suggests that, in this 

population, the risk of T1D can be transmitted by Euro-
pean ancestors through miscegenation.28

Finnish data from 2013 indicate that 12.2% of T1D pa-
tients had a first-degree relative with T1D (6.2% father, 3.2% 
mother and 4.8% sibling) and 11.9% had a second-degree 
relative affected. Given an extended family history of T1D, 
the rate of sporadic diabetes can be reduced to less than 
80%. In this cited study, a positive family history of T1D 
was associated with less severe metabolic decompensation 
at diagnosis, even if only second-degree relatives were af-
fected. Autoantibody profiles were similar in familial and 
sporadic T1D diabetes, suggesting similar pathogenetic 
mechanisms.29 We did not analyze the associations be-
tween a positive family history and the metabolic status 
of our patients at the time of diagnosis of T1D, but certainly, 
knowledge about the disease could help avoid metabolic de-
compensation when diagnosed in subsequent family mem-
bers. This is the most important premise for the planned 
introduction of T1D screening tests in our country. Even 
screening for T1D among close relatives of children with 
T1D would play an important role, although the latest Finn-
ish data from 2019 indicate that all clinical and metabolic 
variables were significantly worse in children with sporadic 
diabetes than familial diabetes.22 Also, an Italian study 
found that children whose first- or second-degree relatives 
were affected by T1D had earlier disease onset and showed 
lower glycated hemoglobin (HbA1C) levels that were nega-
tively associated with a positive family history of T1D, fast-
ing C-peptide levels and some autoantibody levels. Milder 
metabolic decompensation in children with a positive fam-
ily history of T1D is probably explained by families’ aware-
ness of early T1D symptoms, while younger age of onset and 
higher levels of autoantibodies may suggest greater genetic 
susceptibility associated with a more aggressive autoim-
mune process.30 However, the latest data from the literature 
indicate that T1D in non-nuclear relatives is an important 
risk factor for islet autoimmunity and progression to clini-
cal disease in HLA-susceptible children.31 Therefore, na-
tional screening is important for all.

Our results are at odds with previous reports of an in-
creased positive family history of T2D in T1D patients. 
In our study, 9% of children with T1D had at least 1 family 
member (first- or second-degree relative) affected by T2D, 
while 21.7% of control children had at least 1 family member 
affected by T2D. A 2021 Finnish study found that character-
istics associated with T2D, such as increased weight, older 
age at diagnosis and lack of autoantibodies, are more likely 
to be present at T1D diagnosis in children with a positive 
family history of T2D. Considering the cited report, one 
should be aware of the clinical picture of T1D in obese chil-
dren.32 This observation is difficult to explain. Recent evi-
dence indicates that both T1D and T2D represent a model 
of an immunological continuum of endotypes lying between 
the 2 extremes, “insulin-resistant” and “autoimmune β-cell 
targeting,” shaped by environmental and genetic factors that 
contribute to determining specific immune-conditioned 
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outcomes.33 However, T2D is rather associated with insulin 
resistance. In our study, children with a positive family his-
tory of T2D among second-degree relatives were diagnosed 
with T1D later than those with a negative family history 
(p = 0.028), which may suggest that insulin resistance delays 
the onset of autoimmune β-cell destruction. Another ex-
planation would be that a positive family history of diabetes 
implies a reduction in family intake of simple carbohydrates, 
which may prolong the time to T1D symptom onset. This 
is partly in line with Wilkin’s accelerator hypothesis, which 
assumes that the pathogenesis of both types of diabetes 
is related to the interaction between insulin resistance (in-
cluding, i.a., an abnormal lifestyle) and genetic determinants 
(which are connected, especially in T1D, with autoimmune 
β-cell destruction).34 However, there is no objective clinical 
data to support our hypothesis. The observation of a much 
later onset of T1D associated with a maternal history of T1D 
and T2D was reported by Holstein et al.26

Limitations

The strength of our study is the cohort of a homogenous 
Caucasian population of participants, almost all of whom 
lived within nuclear families with the same environmental 
risk factors of developing T1D. Compared to other studies, 
the weaknesses are the lack of verification of data obtained 
from parents/legal guardians based on medical documents.

Conclusions

Our research has shown that a family history of T1D, 
but not T2D, is a significant risk factor for developing 
T1D. The risk of T1D is associated with affected members 
of the immediate family and accelerates from generation 
to generation. It is greatest in siblings, and therefore first-
degree relatives of T1D patients, especially siblings, should 
have priority in T1D screening. An interesting finding 
worthy of further studies is that male family members 
carry a higher risk of developing T1D.
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Abstract
Background. The neutrophil-to-lymphocyte ratio (NLR) and mean platelet volume (MPV) reflect systemic 
inflammation, which plays an important role in the process of treating ischemic strokes. Few studies have 
evaluated the association between blood biomarkers and clinical outcomes in ischemic strokes in intensive 
care units (ICUs).

Objectives. This retrospective study aims to explore the relationship between blood biomarkers and 
the clinical outcomes of acute ischemic stroke (AIS) patients.

Materials and methods. Basic descriptive statistics of the patients admitted to the ICU with the diagnosis 
of AIS according to sociodemographic, clinical and laboratory findings were collected. Receiver operating 
characteristic (ROC) curve analysis was used to determine the cutoff point for NLR and MPV variables based 
on the diagnosis in statistical analyses and crosstab analyses of variables. The χ2 and Fisher’s exact tests were 
used to assess the statistical relationship between categorical variables. In addition, the odds ratio (OR) was 
utilized to show the strength of the relationship between the categorical NLR, MPV and modified Rankin Scale 
(mRS) variables. Finally, the Mann–Whitney U test was used to compare the medians of 2 independent groups.

Results. A total of 1,379 records were identified in the database search. Eighty-seven patients who met 
the inclusion criteria and were hospitalized in the ICU were included in the study. The optimal cutoff point was 
determined to be 4.0 for NLR and 9.0 for the MPV. A statistically significant relationship was found between 
high medians of the NLR and the MPV and unfavorable functional outcomes using a 5% significance level 
(p < 0.001 and p < 0.001, respectively).

Conclusions. We showed that the NLR and MPV are associated with stroke severity, unfavorable functional 
outcomes and mortality in AIS. These findings provide new insights into the mechanisms and treatment strate-
gies of AIS. The results show that these accessible values can be used as independent predictive biomarkers.

Key words: inflammation, prognosis, acute ischemic stroke, mean platelet volume, neutrophil-to-lym-
phocyte ratio
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Background

Our immune system carries out its defense function 
against harmful endogenous or exogenous factors with 
the functional cooperation of 2 main cell groups, collec-
tively called leukocytes. Granulocytes and lymphocytes 
(agranulocytes) constitute the  immune system’s 2  cell 
groups. Granulocytes mainly include neutrophils, eosin-
ophils, basophils, mast cells, dendritic cells, monocyte-
macrophages, and phagocytes. Lymphocytes, on the other 
hand, consist of natural killer cells and some specialized 
cells in the T and B  lymphocyte groups. Granulocytes 
directly inactivate pathogens. During these granulocyte 
functions, unlike lymphocytes, there is no need for me-
diator molecules or antigen presentation. Thanks to these 
features, they can actively display their functions from 
the  first moments of  life. Therefore, this innate im-
mune response is called innate immunity. Lymphocytes, 
on the other hand, have acquired functional abilities, such 
as recognizing pathogenic structures and target molecules, 
keeping them in memory and synthesizing some special-
ized molecules to use when the time comes. Thus, they 
form the acquired immune system.1 In situations that cause 
damage to our body, some cytokines, such as eicosanoids 
and leukotrienes, are secreted in the damaged areas, caus-
ing inflammation. This inflammation causes neutrophils 
to be directed to the area. Consequently, an inflammatory 
response develops in reaction to neutrophils, cytokines, 
dead pathogens, and cellular elements in the damaged tis-
sue or site. In general, neutrophil counts do not increase 
in viral infections, while systemic infections or systemic 
inflammatory responses cause an  increase in  neutro-
phil counts in the blood.2 Another inflammatory marker 
is the mean platelet volume (MPV), a measure of the mean 
platelet size that is used to determine the rate of platelet 
production and destruction in the bone marrow. Mean 
platelet volume is accepted as a marker of subclinical in-
flammation and inflammatory disease activity because 
platelets become active in the presence of inflammation 
and secrete pro-inflammatory and thrombotic factors. 
In the literature, many studies have shown a positive as-
sociation between MPV, inflammation and coronary artery 
disease (CAD).3,4

Stroke is the 2nd leading cause of death and a major cause 
of disability worldwide.5 Recovery from a stroke can take 
a very long time, and despite adequate treatment, this does 
not always result in a full recovery. Some studies have been 
conducted regarding the ability of various biomarkers to pre-
dict stroke prognosis. Fibrinogen levels have been associated 
with neurological deterioration in patients with acute isch-
emic stroke (AIS).6,7 Interleukin-6 (IL-6) levels have been 
shown to be associated with stroke severity and functional 
outcomes during the first year of stroke.8

Post-stroke inflammation plays an  important role 
in the pathogenesis of brain injury.9 Inflammatory bio-
markers have been associated with stroke severity and 

clinical outcomes. For example, elevated neutrophil counts 
have been associated with larger infarct volumes,10 and 
elevated leukocyte counts have been associated with higher 
initial stroke severity and worse short- and long-term clini-
cal outcomes.11,12 In addition, increased serum concen-
trations of high-sensitivity C-reactive protein (hsCRP) 
have been found to be associated with the risk of stroke 
recurrence and worse functional outcomes.13 A number 
of neural substrates play an essential role in the patho-
physiology of stroke and its relationship with immune 
responses. An  important consideration is  the  delicate 
balance between pro-inflammatory and anti-inflamma-
tory responses during AIS. Understanding the interac-
tion between these 2 types of responses and the complex 
mechanisms that regulate this balance can offer valuable 
insights into potential therapeutic interventions aimed 
at modulating immune responses to optimize stroke re-
covery. The synergistic relationships between various in-
flammatory markers such as hsCRP and interleukins are 
highly suggestive of their contribution to the overall in-
flammatory environment in these complex processes, and, 
hence, the impact of the immune response on the ischemic 
environment of the brain. In ischemic stroke patients with 
elevated hsCRP levels, there is a significant association 
between high platelet counts and unfavorable functional 
outcomes. In contrast, this was not the case in AIS patients 
with low hsCRP levels. Therefore, co-administration of an-
tiplatelet and anti-inflammatory therapy in patients with 
AIS with high hsCRP levels may be a rational approach.14

An  inflammatory condition plays a  vital role at  all 
stages of the ischemic cascade. The energy deficit caused 
by the loss of the neurons’ ability to synthesize adenosine 
triphosphate (ATP) is the main mechanism of cell death 
in the region of cerebral ischemia. Disruption of ATP syn-
thesis also causes a decrease in glutamate reuptake and 
an increase in its extracellular amount. Excessive activa-
tion of glutamate receptors causes excitotoxicity and ac-
cumulation of Ca2+ ions, leading to mitochondrial failure 
and apoptosis. The influx of Ca2+ ions activates catabolic 
enzymes by producing arachidonic acid and increasing 
the production of reactive oxygen species (ROS), mainly 
in neurons. The excitotoxicity and growth of ROS activate 
microglia and astrocytes that secrete cytokines, chemo-
kines and matrix metalloproteinases (MMPs).15,16 These 
inflammatory mediators induce the expression of endothe-
lial cell adhesion molecules such as P-selectin, E-selectin, 
endothelial leukocyte adhesion molecule-1 (ELAM-1), 
and intercellular cell adhesion molecule-1 (ICAM-1), so 
that the  neutrophils infiltrate into the  ischemic areas 
of the brain.17 As a result of cell damage in the hypoxic 
and/or necrotic brain, damage-associated molecular pat-
terns (DAMPs) and high-mobility group box 1 (HMGB-1) 
are released into the environment, activating astrocytes 
and microglia. The DAMP–HMGB-1s stimulate pattern 
recognition receptors (PRRs) such as TLRs in the blood–
brain barrier (BBB), leading to extravasation of leukocytes 
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(primarily neutrophils, macrophages and lymphocytes). 
The activation of TLR leads to inflammation, MMP activa-
tion, blood–brain barrier (BBB) breakdown, and leukocyte 
extravasation.18 These mediators increase the expression 
of adhesion molecules on cerebral endothelial cells, which 
promotes adhesion and infiltration of the blood-derived 
leukocytes (neutrophils, macrophages and lymphocytes) 
into ischemic brain tissues. Activated M1 microglial 
cells release various pro-inflammatory mediators such 
as TNF-α, IL-1β and IL-6, contributing to the permeability 
of many immune cells and resulting in BBB disruption. 
Further reduced blood flow decreases ATP levels and in-
creases the levels of Ca2+ and nitric oxide (NO), promoting 
free radical generation (ROS) and mitochondrial failure, 
which leads to cell death. Meanwhile, activated microg-
lia/macrophages and infiltrated T cells also secrete some 
neuroprotective factors (e.g., IL-10 and TGF-β) that could 
suppress post-ischemic inflammation.19 In this complex 
process, neutrophils infiltrating the ischemic/hypoxic tis-
sue from the permeable BBB play a dominant role (Fig. 1).

The role of specific neuropharmacological adjuvants in-
volved in neurochemical synaptic transmission and acting 
on brain plasticity processes in stroke may determine both 
our future therapeutic approach and the role of noninvasive 
brain stimulation techniques. One of the important ques-
tions in the coming years will be how modulation of neu-
ronal substrates, such as the glutamatergic, noradrenergic 
and endocannabinoid systems, will have a curative effect 
on stroke in humans and, in particular, on the elimination 
of fear learning and anxiety disorders.20 Understanding 
neurochemical synaptic transmission and brain plasticity 
processes, especially behavioral problems that may occur 
after stroke, may contribute to the correction of our abilities 
related to sensory perception inputs such as visuospatial at-
tention, metacognitive abilities and objective performance 
gain. Regulation of neuronal substrates with neuromodu-
lation techniques during attentional deployment is very 
important for understanding the effect of sensory input 
on objective performance and its atypical perceptual conse-
quences.21 The neurophysiological models developed regard-
ing the shift of visual-spatial perception towards the right 
hemifield and deficiencies in perceiving left contralesional 
stimuli, especially in patients with stroke-related left hemis-
patial neglect. The regulation of neuronal substrates and 
their psychophysiological correlates were investigated using 
structural equation models calculated with discriminative 
electroencephalogram (EEG) measurements.22

Even with thrombolytic therapy in AIS, neuronal dam-
age may not be prevented due to exaggerated inflammatory 
responses. Similar to peripheral molecular mimicry mech-
anisms, microglial activation may also be altered during 
ischemic stroke processes.23 Increased astroglia and oligo-
dendrocyte reactivity may reduce potential regenerative 
mechanisms of plasticity patterns, such as axonal growth, 
synaptic remodeling, remyelination, cortical remodeling, 
and reattachment of neural networks to healthy intact 

tissue. Attenuation of the pro-inflammatory effects and 
strengthening of the anti-inflammatory effects after stroke 
may guide our future treatment strategies. In particular, 
antagonists of cascades driven by pro-inflammatory che-
mokines and allosteric agonists of cascades driven by anti-
inflammatory chemokines can alter neuronal plasticity 
by affecting GABAergic neurotransmission.24 Concerning 
the C-X-C chemokine ligand 12 (CXCL12)/C-X-C chemo-
kine receptor type 4 (CXCR4)/C-X-C chemokine recep-
tor type 7 (CXCR7) chemokine pathway, rats subjected 
to transient middle cerebral artery occlusion (tMCAO) 
have been shown to improve functional outcomes after 
the administration of an experimental molecule, a CXCR4 
receptor antagonist and allosteric CXCR7 agonist.25 In ad-
dition, similar effects have been confirmed after the ex-
ogenous administration of  C-X-C chemokine ligand 1 
(CX3CL1)/C-X3-C chemokine receptor type 1 (CX3CR1) 
chemokines to wild-type mice.26

In summary, brain-resident immune cells such as mi-
croglia and astrocytes are activated to respond to injury. 
Subsequently, peripheral immune cells are activated and 
recruited to the brain to assist in the immune response. 
The constant influx of leukocytes leads to lymphocyto-
penia. This immunosuppression has an important con-
tribution to increase the risk of post-stroke infections. 
The extent of these local and peripheral immune responses 
to a stroke is variable and plays an important role in deter-
mining patient outcomes and overall functional recovery 
in the acute and chronic phases after stroke.27 Anxiety, 
depression and emotional disorders associated with stress 
have significant effects on both mental and physical health. 
The altered neurohormonal balance in AIS provides a con-
trolled environment for examining the mechanisms under-
lying these disorders by identifying potential drug targets 
and treatment strategies within the framework of preclini-
cal models. Therefore, understanding the biological mech-
anisms of neurobehavioral problems in both pre-ischemic 
and post-ischemic stroke may allow researchers to develop 
and test new therapeutic interventions.28

Another important research topic for AIS is reperfusion 
therapy. Reperfusion therapy aims to restore the blood flow 
of occluded blood vessels. However, successful recanalization 
is often associated with disruption of the BBB, leading to re-
perfusion injury. Delay in recanalization increases the risk 
of severe reperfusion injury, particularly cerebral edema 
and hemorrhage. With a better understanding of blood bio-
markers and the biological mechanisms of stroke, the tran-
sient receptor potential melastatin-like subfamily member 
4 (TRPM4) has emerged as an important drug target for 
the treatment of stroke and other autoimmune diseases. 
The TRPM4-blocking antibodies have been shown to ame-
liorate reperfusion injury and improve functional outcomes 
in animal models of early stroke reperfusion.29

Analyzing patient datasets and bioinformatic databases 
with artificial intelligence and machine learning will allow 
us to develop smart drugs on a molecular basis, to better 
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understand the pathogenesis and to discover new treat-
ments for neuropsychiatric disorders. Interdisciplinary, 
synthesizable research models and their integration with 
biomechanics will be a milestone for our future treatment 
strategies.30

Stress and associated inflammation have been related 
to the activation of the metabolic system of tryptophan 
(Trp)–kynurenine (KYN), which visibly contributes 
to the development of pathological conditions, including 
neurological and psychiatric disorders. Mitochondria, 

Fig. 1. Due to hypoxia, the deterioration in adenosine triphosphate (ATP) synthesis as a result of anaerobic glycolysis increases the reuptake of glutamate 
and its extracellular levels. With the overstimulation of glutamate receptors, excitotoxicity begins, and intracellular calcium (Ca2+) influx develops. 
The increase of Ca2+ ions leads to ionic imbalance and energy failure. Thus, it leads to arachidonic acid from phospholipase A-2 (PLA-2) activity and, 
consequently, to an increase in the level of prostanoids derived from cyclooxygenase-2 (Cox-2). Through the simultaneous caspase and calpain enzymatic 
system, intracellular free radical generation or reactive oxygen species (ROS) production is increased, resulting in mitochondrial failure. Mitochondrial failure 
leads to oxidative stress, nitric oxide (NO) synthesis, and ROS release, resulting in cellular damage (neuronal apoptosis). As a result of cell damage, damage-
associated molecular patterns (DAMPs) and high-mobility group box 1 (HMGB-1) are released into the environment, activating astrocytes and microglia. 
The DAMP–HMGB-1s stimulate pattern recognition receptors (PRRs) such as TLRs in the blood–brain barrier (BBB), leading to extravasation of leukocytes 
(primarily neutrophils, macrophages and lymphocytes). By stimulating M1 microglia again via TLRs, pro-inflammatory cytokines such as tumor necrosis 
factor alpha (TNF-α), interleukin (IL)-1β, IL-6, and IL-18 are released from nuclear factor kappa-light-chain-enhancer of activated B cells (NF-kB) via the nod-
like receptor protein-3 (NLRP3) inflammasome, and the synthesis of matrix metalloproteases (MMPs), ROS, and NO is increased. These pro-inflammatory 
factors lead to structural damage and increase the expression of adhesion molecules such as P-selectin, E-selectin, endothelial leukocyte adhesion 
molecule (ELAM-1), and intercellular cell adhesion molecules-1 (ICAM-1) on cerebral endothelial cells causing the influx of blood-derived inflammatory 
cells such as neutrophils, macrophages and lymphocytes to the ischemic area. Extravasated PMLs from the peripheral circulation also trigger the pro-
inflammatory process. T regulatory lymphocytes (Treg) and M2-activated microglia secrete anti-inflammatory cytokines such as IL-10, IL-4, and TGF-β
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which are multifunctional organelles related to cellular 
energy, homeostasis, intracellular and intercellular signal-
ing, and gene expression, and which are seen as the source 
of our life in a way, are structurally impaired in emotional 
disorders or biomechanical problems such as ischemia.31 
A  number of  gene polymorphisms have been found 
to contribute to laboratory aspirin resistance (AR), which 
is measured by platelet aggregation with arachidonic acid 
(AA) and adenosine diphosphate (ADP) in ischemic stroke 
patients. The effect of prostanoids, such as the AA path-
way, in the pathogenesis of mitochondrial failure is well 
known.32 The Trp–KYN metabolic system is closely linked 
to glutamate excitotoxicity, and blockade of this system 
can alleviate neuroinflammation by modifying microglia 
activation. As a result, there may be a therapeutic target 
for the treatment of neuroinflammatory conditions such 
as AIS, migraine and neuropathic pain.33

Rehabilitation of motor deficits after AIS is difficult. 
A series of impulses, such as mental practices and observa-
tion tasks, are believed to temporarily activate networks 
of neurons in the brain, known as mirror neurons and 
mentalization systems, to support healing. Understand-
ing the effects of blood biomarkers on recovery, especially 
the change in rehabilitation level, may be the subject of fur-
ther investigations.34

Experimental animal studies have also been conducted 
on the potential of xenografts, known as human umbilical 
mesenchymal stem cells (HUMSCs), in reducing inflam-
mation and preventing tissue damage in chronic stroke 
patients, apart from treatment with rehabilitation or sup-
portive interventions.35

The neutrophil-to-lymphocyte ratio (NLR) in whole 
blood analysis is accepted as a determinant of clinical/
subclinical inflammation. In neurological diseases, stud-
ies on the prognostic value of NLR have been carried out, 
especially in diseases such as the spectrum of demyelinat-
ing diseases and ischemic stroke.36,37 However, there is no 
consensus yet on what are the normal values of NLR, tak-
ing into account variables such as age, gender and ethnicity. 
A higher NLR has been associated with stroke severity and 
short-term mortality,38 unfavorable functional outcomes, 
many post-stroke complications, including risk of intra-
cerebral hemorrhage, and an increased risk of recurrent 
ischemic stroke.39–41

Until now, the studies have shown that NLR is associated 
with the severity of AIS and short-term functional out-
comes; previous assessments of functional outcomes have 
been limited. In addition, there is no study in which easily 
measurable MPV values are compared with NLR and their 
prognostic value is analyzed. Determining the predictive 
value of these blood biomarkers, their interrelationships 
and their effects on the prognosis forms the basis of this 
study. Therefore, we conducted a single-center cross-sec-
tional study to examine the relationship between blood 
biomarkers and stroke severity and to investigate the prog-
nostic values of NLR and MPV in AIS patients.

Objectives

The neuroinflammatory response has been shown to play 
an important role in the pathophysiology of ischemic stroke. 
The NLR has recently been reported as a potential novel 
biomarker for baseline inflammatory processes. However, 
data on MPV are insufficient. Appropriate clinical decision-
making tools and models are required to take advantage 
of the predictive value of NLR and MPV, which can be useful 
in identifying and monitoring high-risk patients to guide 
early treatment and achieve better outcomes. Our knowl-
edge about the role of NLR and MPV in the immunopatho-
genesis of AIS and their impact on clinical practice is also in-
sufficient. Biomarkers that may reliably predict post-stroke 
outcomes are necessary to plan appropriate interventions 
and treatment modalities. Given the limited availability, 
temporal constraints and problems associated with techni-
cal infrastructure standardization of advanced neuroimag-
ing, simple, routinely collected blood-based biomarkers are 
of enormous clinical and translational importance. This ar-
ticle aimed to provide a comprehensive overview of the role 
of NLR and MPV in AIS patients admitted to the inten-
sive care unit (ICU), to compare them with clinical tests 
such as the modified Rankin Scale (mRS) and the National 
Institutes of Health Stroke Scale (NIHSS), and to provide 
perspectives on future research areas in order to better un-
derstand the role of these blood biomarkers in the prognosis, 
treatment options and classification of patients.

Materials and methods

Patients

Patients who were admitted to the Medifema Hospital 
Level 3 Neurology ICU with the diagnosis of AIS between 
2013 and 2020 and were hospitalized within the  first 
24 h from the onset of symptoms were included in the study. 
The inclusion criteria were as follows:

1. No active infection or fever at the time of application;
2. No history of major surgery or  trauma in the  last 

3 months;
3. No history of stroke in the last 6 months;
4. No known autoimmune/inflammatory disease or 

malignancy;
5. Hemorrhage was excluded using computed tomogra-

phy (CT) or magnetic resonance imaging (MRI);
6. Not under immunosuppressive therapy; and
7. Patients whose data could be accessed from the in-

formation file were included. The flowchart of the study 
is shown in Fig. 2.

Study data

In  this retrospective study, sociodemographic and 
clinical characteristics used for database research were 
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recorded using a data collection form. Data obtained 
from all patients at the time of admission and discharged 
from the ICU (or death of a patient) were taken into ac-
count. Demographic characteristics such as age, gender, 
medication history, medical history, comorbid diseases, 
and social habits (such as smoking and alcohol use) were 
recorded. The  entrance hemogram and lipid profile 
of the patients in our hospital as well as the control hemo-
gram values obtained at discharge were recorded as study 
data. The NLR and MPV values were reported according 
to hemogram results. Considering these characteristics, 
a total of 1,379 records were identified in the database 
search. Due to non-stroke diseases, 293 records were 
excluded. Additional 667  patients were excluded due 
to missing data, 239 patients due to hemorrhagic stroke, 
and 93 patients due to other exclusion criteria. Eighty-
seven patients who met the inclusion criteria and were 
hospitalized in the ICU were included in the study.

Clinical tests

The neurological evaluations of the patients were eval-
uated with NIHSS, and their stroke-related disabilities 
were evaluated with mRS. All patients were evaluated 
by the same neurologist throughout the study. A mRS score 
of 0–2 was considered a favorable functional result and 
a score >3 an unfavorable functional result. Patients were 
categorized according to NIHSS severity in mild (1–4), 
moderate (5–15), moderate to severe (16–20), and severe 
stroke (21–42).

Classification of patients

The patients were classified into 3 subcategories accord-
ing to  the Bamford classification: anterior circulation, 

posterior circulation and lacunar infarcts.42 Although 
the results of cerebral brain imaging were not required 
for classification, they were confirmed radiologically (with 
CT and MRI).

Statistical analyses

The sample size was calculated using G*Power v. 3.1 
(https://www.psychologie.hhu.de/arbeitsgruppen/allgeme-
ine-psychologie-und-arbeitspsychologie/gpower). At 80% 
statistical power and an α-value of 0.05 (significance level), 
the smallest sample size required to determine a 0.25 Co-
hen’s f effect size was calculated as a total of 85 participants 
with one-way analysis of variance (ANOVA).43 We included 
87 patients in the final sample. Alpha indicates a type 1 er-
ror, in which probability of finding a significant effect when 
there is no significant effect. A smaller level of significance 
increases the sample size. The study data were analyzed 
using IBM SPSS (Windows, v. 26.0) software (IBM Corp., 
Armonk, USA). Descriptive statistics (mean (M), standard 
deviation (SD), median) were used for continuous variables, 
and frequency and percentage values were used for cat-
egorical variables. It is more appropriate to use the median 
without the M when the data distribution is not normal and 
to use the M with SD when the data distribution is normal. 
Usually, normally distributed data are expressed as M ±SD. 
The receiver operating characteristic (ROC) curve analysis 
was used to determine the cutoff point for NLR and MPV 
variables, based on the diagnosis in statistical analyses and 
crosstab analyses of variables. With this analysis, continu-
ous NLR and MPV variables were made categorically us-
ing statistical criteria such as sensitivity and specificity, 
and then used in relationship tests with other categorical 
variables. The χ2 and Fisher’s exact tests were used to find 
the statistical relationship between 2 categorical variables. 
In the R×C tables for the χ2 test statistic, the expected fre-
quencies should not be less than 1. The expected frequencies 
in 2×2 tables should be greater than 5. Otherwise, Fisher’s 
exact test should be used. Another use of Fisher’s exact test 
is when more than 20% of the expected frequencies are less 
than 5 in 2×2 tables. In this study, demographic, clinical and 
laboratory findings based on the diagnosis were obtained 
with the χ2 relationship test. In addition, Fisher’s exact and 
χ2 tests were used to evaluate the relationship between risk 
factors of mortality and demographic characteristics. Under 
the assumption of normal distribution, the t-test is used 
to compare the means of 2 independent groups. If the as-
sumption cannot be met, nonparametric tests are used 
to compare medians. In this study, the Mann–Whitney 
U test (M–W) was used to compare the medians of 2 inde-
pendent groups. The odds ratio (OR) is a statistic that shows 
the strength of the relationship between 2 categorical vari-
ables. The OR value can range from 0 to infinity. If the OR 
is less than 1, this variable is interpreted as a protective 
factor, if it is greater than 1, this variable is a risk factor, and 
if it is equal to 1, it is interpreted as having no effect. In this 

Fig. 2. Flowchart of the study
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study, OR statistics were used to show the strength of the as-
sociation of NLR and MPV risk factors on mRS variables. 
A p-value <0.05 was considered statistically significant.

Ethics

This study was conducted in accordance with the World 
Medical Association Declaration of Helsinki. The study 
was approved by the İzmir Bakırçay University Non-In-
terventional Transactions Ethics Committee (approval 
No. 860/840, January 25, 2023).

Results

In this study, the data of 87 patients who met the cri-
teria and were hospitalized in the ICU were examined. 
Thirty (34.5%) female and 57 (65.5%) male patients were 
included, with a mean age of 77.59 ±11.82 (23–96). Eleven 
(12.6%) patients died during follow-up. The stroke type 
was anterior circulation in 54 (62.1%) patients, posterior 
circulation in 21 (24.1%) and lacunar stroke in 12 (13.8%). 
Clinical, demographic and medical history characteris-
tics are summarized in Table 1. While mRS was evalu-
ated in 2 classes as favorable (0–2) and unfavorable (3–6) 
functional outcomes, stroke severity was also evaluated 
using the NIHSS. The normality test of the continuous 
variables (Anderson–Darling) was performed within 
the scope of the study. According to this test, while low 
density lipoprotein (LDL) and high density lipoprotein  
(HDL) variables were normally distributed (p > 0.05), 
other demographic, clinical and laboratory findings were 
non-normally distributed (p < 0.05). Appropriate descrip-
tive statistics (median or M ±SD) for these variables are 
summarized in Table 2. The NLR and MPV cutoff values 
for unfavorable functional outcomes (mRS: 3 and above) 
were determined separately with a ROC curve. The area 
under the  ROC curve (AUC) provides an  aggregated 
measure of performance across all possible classification 
thresholds. The AUC value ranges from 0 to 1. A model 
with 100% incorrect predictions has an AUC of 0, and 
a model with 100% correct predictions has an AUC of 1. 
The AUC for NLR was determined to be 94.7%. In addi-
tion, when the ROC curve was examined, it was decided 
that the optimal cutoff value was approx. 4, as the point 
where the highest sensitivity and specificity values were 
reached was between 3.33 and 4.37 on the ROC curve. 
For the value of 3.33, the sensitivity is 95% and the speci-
ficity is 89%, while for the value of 4.37, the sensitivity 
is 83% and the specificity is 99% (Fig. 3). With the selected 
value of 4, the sensitivity value will be between 83% and 
95% and the specificity value will be between 89% and 
99%. It is categorized as “0” for values below the cutoff 
point and “1” for values above the cut-off point for NLR 
to be used in crosstabs for statistical analysis. According 
to the results of the χ2 test for the relationship between 

diagnosis and NLR, the relationship between these 2 vari-
ables was determined at a 5% significance level (p < 0.05). 
It was also observed that a NLR value above 4 was higher 
in those diagnosed with anterior ischemia (96.3%) and 
posterior ischemia (85.7%, Table 3).

In the ROC curve analysis performed for the cutoff value 
for MPV, the AUC was determined to be 84.9%. In addi-
tion, when the ROC curve was examined, it was decided 
that the optimal cutoff value was approx. 9, since the point 
where the highest sensitivity and specificity values were 
reached was between 8.80 and 9.05 on the ROC curve. For 

Table 1. Frequency and percentage of patients according to clinical, 
demographic and medical history characteristics

Variable Frequency 
(f)

Percentage 
(%)

Gender
female 30 34.5

male 57 65.5

Comorbidity

stroke 25 28.7

diabetes mellitus 44 50.6

cardiovascular diseases 29 33.3

hypertension 70 80.5

hyperlipidemia 46 52.9

chronic renal failure 12 13.8

obesity 10 11.5

Bamford 
classification

anterior infarct 54 62.1

posterior infarct 21 24.1

lacunar infarct 12 13.8

mRS

2 9 10.3

3 31 35.6

4 25 28.7

5 11 12.6

6 11 12.6

Habitation

smoking (active smoker) 12 13.8

smoking (ex-smoker) 54 62.1

never smoked 21 24.1

alcohol (actively 
consuming)

6 6.69

alcohol (consumed 
in the past)

31 35.6

never consume 50 57.5

Medication

warfarin 4 4.6

new oral anticoagulant 21 24.1

antiaggregant 42 48.3

antihypertensive 59 67.8

statin 32 36.8

insulin/oral anti-diabetic 19 21.8

Carotid 
stenosis

<%50 35 40.2

≥%50 52 59.8

Posterior circulation disorder 18 20.7

Exitus 11 12.6

mRS – modified Rankin Scale.
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the value of 8.80, the sensitivity is 83% and the specificity 
is 89%, while for the value of 9.05, the sensitivity is 78% 
and the specificity is 99% (Fig. 4). With the selected value 
of 9, the sensitivity value will be between 78% and 83%, 
and the specificity value will be between 89% and 99%. 
It is categorized as “0” for values below the cutoff point and 
“1” for values above the cutoff point for MPV to be used 
in crosstabs for statistical analysis. According to the results 
of the χ2 test for the relationship between diagnosis and 
MPV, MPV value has a strong relationship with the di-
agnosis at a 5% significance level (p < 0.05). It was also 
observed that a MPV value above 9 was higher in those 
diagnosed with anterior ischemia (90.7%) and posterior 
ischemia (71.4%, Table 3). In addition, the frequency table 
and χ2 relationship test results between diagnosis and other 
variables such as gender, mRS, comorbidity, habits, drugs, 
rate of carotid and vertebral artery stenosis, and exitus are 
given in Table 3.

In  the mRS data, it was determined that 78 patients 
(89.7%) had a severe stroke (mRS ≥ 3) compared to unfavor-
able functional outcomes, and this rate was also very high. 
At the same time, since the NLR and MPV variables were 
not normally distributed, the M–W test was used to assess 
the statistical difference between the medians of these vari-
ables in the mRS classes. Considering the small number 
of observations in the mRS class (mRS < 3), it was decided 
that the distributions of these variables were approximately 
similar based on the histograms and central tendency mea-
sures (mode < median = M). According to this approach, 
a statistically significant difference was found between 
the NLR and MPV medians of the mRS groups with a 5% 
significance level (p = 0.000 and p = 0.001, respectively). 
Based on these data, a statistically significant association 
was established between high medians of NLR and MPV 
and unfavorable functional outcomes (Table 4).

Fig. 3. Receiver operating characteristic (ROC) curve analysis for 
the neutrophil-to-lymphocyte ratio (NLR) to predict unfavorable 
functional outcomes (mRS ≥ 3) in acute ischemic stroke (AIS) patients. 
The area under the ROC curve (AUC) for NLR is 94.7. The ROC curve 
analysis in this study showed the optimal cutoff of 3.33 with a 95% 
sensitivity and 89% specificity, and the optimal cutoff 4.37 with a 83% 
sensitivity and 99% specificity

Fig. 4. Receiver operating characteristic (ROC) curve analysis for mean 
platelet volume (MPV) to predict unfavorable functional outcomes 
(mRS ≥ 3) in acute ischemic stroke (AIS) patients. The area under the ROC 
curve (AUC) for MPV is 84.9%. The ROC curve analysis in this study showed 
the optimal cutoff of 8.80 with a 83% sensitivity and 89% specificity and 
the optimal cutoff of 9.05 with a 78% sensitivity and 99% specificity

Table 2. Descriptive statistics of patients according to demographic, 
clinical and laboratory findings

Variable
Anderson–

Darling 
p-value

Median 
or M ±SD Min–max

Age 0.005* 78.5 23.00–96.00

NLR 0.048* 7.3 1.36–14.60

MPV 0.005* 11.6 5.90–17.90

LDL 0.877 145.28 ±29.55 75.00–224.00

Triglicerides 0.005* 162.5 95.00–480.00

HDL 0.543 39.40 ±8.99 16.00–63.00

NIHSS_Admission 0.005* 14.5 7.00–36.00

NIHSS_Exit 0.005* 8.5 3.00–40.00

* p < 0.05 (a statistically significant value, non-normal distribution); 
HDL – high density lipoprotein; LDL – low density lipoprotein; 
MPV – mean platelet volume; NIHSS – National Institute of Health Sciences 
Score; NLR – neutrophil-to-lymphocyte ratio; M ±SD – mean ± standard 
deviation.
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Table 3. The χ2 relationship test results between diagnosis and demographic, clinical and laboratory findings

Diagnosis frequency

Demographic, clinical and laboratory findings
anterior infarct posterior infarct lacunar infarct

χ2 p-value
f (%) f (%) f (%)

Gender
female 21 38.9 6 28.6 3 34.5

1.266 0.531
male 33 61.1 15 71.4 9 75.0

NLR
0 2 3.7 3 14.3 7 58.3

24.648 <0.001
1 52 96.3 18 85.7 5 41.7

MPV
0 5 9.3 6 28.6 10 83.3

29.717 <0.001
1 49 90.7 15 71.4 2 16.7

MRS
3+ 52 96.3 20 95.2 6 50.0

23.620 <0.001
1–2 2 3.7 1 4.8 6 50.0

Stroke
absence 30 55.6 20 95.2 12 100

17.240 <0.001
presence 24 44.4 1 4.8 0 0

Hypertension
absence 4 7.4 11 52.4 2 16.7

19.525 <0.001
presence 50 92.6 10 47.6 10 83.3

Diabetes mellitus
absence 24 44.4 8 38.1 11 91.7

10.180 0.006*
presence 30 55.6 13 61.9 1 8.3

Hyperlipidemia
absence 15 27.8 17 81.0 9 75.0

21.498 <0.001
presence 39 72.2 4 19.0 3 25.0

Obesity
absence 46 85.2 19 90.5 12 100

2.224 0.329
presence 8 14.8 2 9.5 0 0

CRF
absence 43 79.6 20 95.2 12 100

5.325 0.070
presence 11 20.4 1 4.8 0 0

Cardiovascular disease
absence 31 57.4 16 76.2 11 91.7

6.315 0.043*
presence 23 42.6 5 23.8 1 8.3

Carotid stenosis
absence 32 59.3 3 14.3 0 0

22.088 <0.001
presence 22 40.7 18 85.7 12 100

Vertebral artery stenosis
absence 37 68.5 20 95.2 12 100

10.210 0.006*
presence 17 31.5 1 4.8 0 0

Exitus
no 43 79.6 21 100 12 100

7.695 0.021*
yes 11 20.4 0 0 0 0

Smoking

active smoker 2 3.7 2 9.5 8 66.7

35.225 <0.001ex-smoker 36 66.7 16 76.2 2 16.7

never smoked 16 29.6 3 14.3 2 16.7

Insulin
absence 40 74.1 16 76.2 12 100

3.929 0.140
presence 14 25.9 5 23.8 0 0

Antiaggregant
absence 24 44.4 14 66.7 7 58.3

3.234 0.199
presence 30 55.6 7 33.3 5 41.7

Antihypertensive
absence 11 20.4 14 66.7 3 25.0

15.177 <0.001
presence 43 79.6 7 33.3 9 75.0

Statin
absence 26 48.1 19 90.5 10 83.3

14.072 <0.001
presence 28 51.9 2 9.5 2 16.7

NOAC
absence 37 68.5 17 81.0 12 100

5.706 0.058
presence 17 31.5 4 19.0 0 0

* p < 0.05 (a statistically significant value, there is a relationship between variables); CRF – chronic renal failure; MPV – mean platelet volume; 
NLR – neutrophil-to-lymphocyte ratio; NOAC – new oral anticoagulant; f – frequency.
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The categorical values for NLR and MPV were cross-tab-
ulated. The categorical values separated as mRS ≥ 3 (an un-
favorable functional outcome) and mRS < 3 (a favorable 
functional outcome) were evaluated according to the cut-
points of NLR and MPV, and a statistically significant 
relationship was found with a 5% significance level accord-
ing to the Fisher’s exact test (p = 0.000). According to this 
result, it can be determined that there is a significant re-
lationship between unfavorable functional outcomes and 
high NLR and MPV values. The categorical relationship 
between unfavorable functional outcomes and cut-points 
of NLR and MPV values is summarized in Table 5.

Considering the small number of observations in the mRS 
class (mRS = 6), it was decided by looking at the histograms 
and central tendency measures that the  distributions 
of these variables were approximately similar (mode < me-
dian = M). According to this approach, when the relation-
ship between the median NLR and MPV values of patients 
who died (mRS = 6) and did not die (mRS < 6) during inten-
sive care follow-up was examined, a statistically significant 
difference was found between the NLR medians of the mRS 
and the MPV medians with 95% confidence intervals (95% 
CIs) compared to the M–W test (p < 0.000 and p = 0.001, 
respectively). Based on these data, a relationship between 
stroke-related mortality and high NLR and MPV values 
can be confirmed (Table 6).

To summarize the results, both NLR and MPV variables 
were separately associated with unfavorable functional 
outcomes and mortality. In addition, the severity of stroke 
and clinical worsening increased as the levels of NLR and 
MPV increased.

Discussion

The ischemic stroke injury is caused by a complex neuro-
inflammatory process. Detailed analysis and correct under-
standing of this process are very important for the formation 
of current and reliable data on the natural history, severity, 
progression, and, ultimately, the treatment of the disease. 
In addition to determining the prognosis of the disease, 
the detection of easy and accessible blood biomarkers will en-
able the development of future-focused therapeutic strategies.

In this study, we particularly focused on the early and 
relatively easily detectable responses of  this neuroin-
flammation. In particular, extravasation of neutrophils 
by the stimulation of PRRs by DAMPs, which occurs with 
BBB disruption and glial damage, was evaluated as an early 
neuroinflammatory response. However, since confirm-
ing this situation with another blood biomarker will pro-
vide a better understanding of the process, it was planned 
to evaluate the increased platelet volume in the circulation 

Table 4. Mann–Whitney U test results for the neutrophil-to-lymphocyte ratio (NLR) and mean platelet volume (MPV) variables according to the modified 
Rankin Scale (mRS) for a cutoff point of 3

Variable
mRS ≥ 3 (f = 78) mRS < 3 (f = 9)

M–W p-value
median mean rank median mean rank

NLR 7.45 48.03 2.77 9.11 37.0 <0.001*

MPV 12.30 47.14 8.35 16.78 106.0 <0.001*

* p < 0.05 (a statistically significant value, different medians); mRS ≥ 3 (an unfavorable functional outcome); mRS < 3 (a favorable functional outcome); 
M–W – Mann–Whitney U test.

Table 5. Fisher’s exact test results for the relationship between unfavorable functional outcome and neutrophil-to-lymphocyte ratio (NLR) and mean 
platelet volume (MPV)

Variable mRS ≥ 3 mRS < 3 OR (95% CI) p-value

NLR
0 4 (5.1) 8 (88.9) reference

1 (≥4) 74 (94.9) 1 (11.1) 148 (14.70–1490.31) <0.001*

MPV
0 13 (16.7) 8 (88.9) reference

1 (≥9) 65 (83.3) 1 (11.1) 40 (4.60–347.70) <0.001*

* p < 0.05 (a statistically significant value, different medians); mRS ≥ 3 (an unfavorable functional outcome); mRS < 3 (a favorable functional outcome); 
mRS – modified Rankin Scale; OR – odds ratio; 95% CI – 95% confidence interval.

Table 6. Mann–Whitney U test results of neutrophil-to-lymphocyte ratio (NLR) and mean platelet volume (MPV) variables according to the modified Rankin 
Scale (mRS) for a cutoff point of 6

Variable
mRS ≥ 6 (f = 11) mRS < 6 (f = 76)

MW p-value
median mean rank median mean rank

NLR 9.6 74.77 6.45 39.55 79.5 <0.001*

MPV 15.35 73.91 11.20 39.67 89.0 <0.001*

* p < 0.05 (a statistically significant value, different medians); M–W – Mann–Whitney U test.
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simultaneously with the increase in neutrophils, to under-
stand their effects on the prognosis, and as a result, to de-
velop future-focused treatment strategies for this cascade.

Ischemic stroke is a life-threatening disease with high 
mortality and morbidity rates. There are several studies 
on the role of neuroinflammation in ischemic stroke.44 
Early determination of stroke severity is critical for disease 
management, follow-up and prognostic evaluation of pa-
tients. Studies have shown that parameters such as NLR, 
MPV, neutrophil, leukocyte, and platelet counts are sig-
nificantly associated with survival.45 The NLR and MPV 
have been reported as novel biomarkers, especially showing 
the initial inflammatory response, and are considered to be 
potential predictors of prognosis in patients with ischemic 
stroke.39 The NLR is an easy, available, inexpensive, and 
practical indicator that can be calculated using complete 
blood count data. Studies have been conducted to show 
that the NLR can be used as a predictive marker not only 
for ischemic stroke but also for CAD,46 colorectal cancer47 
and multiple sclerosis.48

In the pathogenesis of ischemic stroke, the first response 
to damaged tissue is the migration of neutrophils to the site. 
In this inflammatory reaction, which results in liquefactive 
necrosis, the released cytokines, eicosanoids and adhesion 
molecules regulate the migration of leukocytes. As a re-
sult of neutrophil activity in this region, it is thought that 
several proteolytic enzymes, such as acid phosphatase, 
cause damage not only in the core area of the infarct but 
also in the penumbra. Therefore, it is assumed that there 
is a correlation between neutrophil density and the severity 
of the injury. Although there are opinions to the contrary, 
several cytokines and growth factors secreted by T lym-
phocytes are suggested to be involved in the repair of in-
flamed tissue by modulating microglial activation.49 There-
fore, an increase in the NLR rate can be linked to a poor 
prognosis. It has been shown that the NLR hemogram 
values taken within the first 24 h  in AIS patients with 
a mRS ≥ 3 or NIHSS ≥ 15, which are considered unfavor-
able functional outcomes, are in line with the literature. 
The NLR has also been shown to be an independent risk 
factor for mortality, similar to unfavorable functional out-
comes. It was thought that both the decrease in neutrophils 
and the increase in lymphocytes were effective in caus-
ing the relative decrease in the NLR values obtained from 
the hemograms of patients during the first week.

While some studies report the NLR cutoff values for 
unfavorable functional outcomes in AIS as 4.0,50 3.340 and 
3.51,51 some studies propose cutoff values such as 4.1 for 
the estimation of mortality in stroke patients.52

In our study, the NLR and MPV cutoff values for unfa-
vorable functional outcomes were found to be 4.0 and 9.0, 
respectively, with the ROC curve. The MPV is an accurate 
measurement of volume-based platelet sizes calculated 
using hematology analyzers during routine hemogram 
testing. Significantly developed or abnormal thrombocyto-
poiesis, the result of activating factors on platelets, can lead 

to changes in the ratios between MPV and platelet count 
(PLT). Therefore, possible applications of these parameters 
in the diagnosis of certain diseases have been proposed. 
In addition, MPV is associated with platelet activation and 
is therefore considered a marker of platelet activity.53 High 
MPV values are observed in patients with acute cerebro-
vascular ischemia, as well as in some inflammatory dis-
eases such as ischemic heart disease,54 some respiratory 
diseases and rheumatoid arthritis.55 Individuals with high 
MPV values are at greater risk of acute stroke than those 
with normal MPV values. Studies have shown a decrease 
in platelet values along with an increase in MPV values.56 
Although no significant correlation was observed between 
6-month survival and the evaluation of prognosis, higher 
mortality rates were reported in patients with high MPV 
values. Therefore, the use of MPV as a prognostic marker 
has been suggested.57 In our study, it was observed that 
MPV values were high in patients with unfavorable func-
tional outcomes (mRS ≥ 3). This risk was found to be more 
pronounced in patients with an MPV value ≥9. It was found 
that high MPV was associated with unfavorable functional 
outcomes and mortality.

In our study, a statistically significant relationship was 
found between the diagnosis (anterior, posterior and lacu-
nar) and risk factors such as stroke, hypertension, diabetes 
mellitus, hyperlipidemia, chronic renal failure (CRF), ca-
rotid stenosis, vertebral artery stenosis, exitus, smoking, 
antihypertensive therapy, and statin therapy. In addition, 
a statistical relationship was found between mRS and NLR 
and between mRS and MPV variables.

In addition to the use of existing stroke risk factors, 
NLR and MPV have the potential to be used as an easy, 
accessible and low-cost prognostic scale. While clinical 
assessment scales such as the NIHSS and mRS are of great 
prognostic importance, simple laboratory markers can 
guide the course and severity of the disease. In ICUs, where 
prognostic assessment is of greater importance, there may 
be some confusing factors that determine the prognosis 
of the disease, including nosocomial infections, electro-
lyte disorders and organ failures.58 However, when these 
conditions are excluded, independent clinical laboratory 
tests that can be clinically correlated with stroke severity 
and an unfavorable functional outcome can guide clini-
cians in establishing a global decision-making framework.

Limitations

The fact that this study was conducted in stroke patients 
admitted to the ICU increased the likelihood of certain 
infections that could affect neutrophil and lymphocyte 
counts. However, other clinical and laboratory param-
eters related to infection were strictly controlled for in all 
patients, and these processes were excluded. However, 
it should be kept in mind that the length of stay in the ICU 
may be prolonged, and therefore the risk of  infections 
may increase. The  limitations of our study include its 
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retrospective nature, very strict exclusion criteria for 
the reliability of the file data, the selection of participants 
from only one institution, and the relatively small sample 
size. With larger sample sizes, prospective follow-up stud-
ies and multicenter measurements, possible estimations 
can be made more powerful.

Conclusions

The results demonstrate the importance of the inflam-
matory response in the pathophysiology of both mortality 
and stroke severity. Increasing evidence has shown that 
the inflammatory response can provoke cell death follow-
ing ischemic cerebral injury, as well as play a beneficial 
role by serving a complex function in the pathophysiologic 
process. As the molecular-based pathogenesis of ischemic 
stroke is understood, our future-focused treatment strate-
gies will be updated. Therefore, it is necessary to investigate 
the experimental drugs that support the anti-inflammatory 
process and suppress the pro-inflammatory response.
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Abstract
Background. Epilepsy is a severe neurological disease that results from excessive and/or synchronized 
neuronal activity in the brain, and oxidative stress plays a role in its pathogenesis. Taxifolin is a flavonoid 
that exhibits antioxidant activity.

Objectives. To investigate the effects of taxifolin on caffeine-induced epileptic seizures in rats and reveal 
the role of antioxidant activity in antiepileptic therapy.

Materials and methods. Forty rats were divided into 4 groups (n = 6/group): caffeine 300 mg/kg group 
(CG), taxifolin 50 mg/kg + caffeine 300 mg/kg group (TCG), 2 mg/kg diazepam + 300 mg/kg caffeine group 
(DCG), and a healthy group (HG). Taxifolin was given to the TCG, and diazepam was given to the DCG orally. 
One hour later, caffeine was injected intraperitoneally into the CG, TCG and DCG rats. The time between 
the caffeine injection and the contractions (the latency period) was determined. Animals were euthanized 
1 h after caffeine injection, and brain tissues were biochemically examined for oxidants and antioxidants.

Results. Taxifolin and diazepam prolonged the latency period to a similar extent (p = 0.549), while taxifolin 
was more successful in preventing mortality. Taxifolin suppressed the caffeine-induced increase in myeloper-
oxidase, total oxidant status and oxidative stress index, and decreased total glutathione, superoxide dismutase 
and total antioxidant status more effectively than diazepam (p < 0.05).

Conclusions. We showed the relationship between antioxidant activity and epilepsy treatment, and dem-
onstrated that taxifolin may be useful for treating epilepsy.

Key words: antioxidants, diazepam, epilepsy, taxifolin, oxidative stress
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Background

The International League Against Epilepsy (ILAE) defines 
epileptic seizures as abnormal excessive and/or synchro-
nized neuronal activity that occurs transiently in the brain.1 
Epilepsy is a severe neurological disorder with a 1% global 
prevalence2 and is categorized by the ILAE as focal onset, 
generalized onset, unknown onset, and unclassified onset.3 
Experimental seizure models preferred today are generalized 
tonic-clonic seizures, generalized absence seizures and sta-
tus epilepticus,4 which are created using various chemicals, 
with systemically administered substances demonstrated 
to cause generalized tonic-clonic seizures.5 The systemic 
administration of caffeine, as a methylxanthine derivative, 
has been used in a generalized tonic-clonic seizure model.6

The pathogenesis of epilepsy has yet to be fully clarified. 
However, an increase in reactive oxygen species (ROS) 
in epilepsy is thought to cause nerve cell mitochondrial 
dysfunction and oxidative damage.7 Mitochondria are or-
ganelles that play vital roles in the maintenance and regula-
tion of all brain functions, including neuroinflammation, 
neuroplasticity, oxidative stress, and apoptosis.8 Most ROS, 
mainly superoxide anions, are products of mitochondrial 
respiration produced during electron flow in the mito-
chondrial electron transfer chain. The superoxide anion 
concentration in the mitochondrial matrix is 5–10 times 
higher than in the cytosol and the nucleus.9 Therefore, 
mitochondria are vulnerable to oxidative damage.10

Mitochondrial dysfunction can cause many health issues, 
including psychiatric problems such as epileptic seizures, 
neurodegenerative diseases, anxiety, and depression.11,12 
In a study on rats, anxiety-like behaviors were linked to mi-
tochondrial dysfunction in the nucleus accumbens. Mito-
chondrial function in the nucleus accumbens is crucial for 
social hierarchy establishment, and high anxiety results 
in low social competition.11,12 Currently, there is no cure 
for mitochondrial diseases. Among the treatment strate-
gies under investigation is oxidative stress modulation.11

Under normal conditions, the body produces ROS dur-
ing aerobic metabolism, and a balance exists between 
ROS production and elimination.13 Oxidative stress oc-
curs when the amount of ROS exceeds the antioxidant 
capacity. The increase in ROS causes oxidative damage 
to macromolecules such as proteins, membrane lipids and 
deoxyribonucleic acid (DNA).11,14 Reactive oxygen species 
maintained at low levels play a physiological role in intra-
cellular signaling pathways; however, when overproduced, 
they cause cell and tissue damage.9 The brain has more 
mitochondria, highly oxidizable lipids, a higher energy re-
quirement, and less antioxidant capacity than other tissues; 
therefore, it is vulnerable to oxidative stress, which contrib-
utes to the formation of epileptic seizures.10 On the other 
hand, there is a consensus that seizure activity induces 
ROS production, and this contributes to seizure-induced 
cell death, with the literature indicating that there is an af-
finity between ROS levels and seizure frequency.15

Malondialdehyde (MDA), a product of ROS-induced 
lipid peroxidation (LPO), has been shown to  increase 
in chronic epilepsy.16 Supporting this information, Turan 
et al. revealed an increase in MDA and myeloperoxidase 
(MPO) levels and a decrease in total glutathione (tGSH) 
and superoxide dismutase (SOD) activities. Such mea-
surements represent the total endogenous antioxidants 
in the brain tissue of animals used to model epileptic sei-
zures through the intraperitoneal administration of caf-
feine.6 These findings suggest that epileptic seizures may 
be related to oxidative stress.

Epileptic seizures can cause cognitive and psychiatric 
problems, with reports that frequent seizures originat-
ing from the bilateral ventromedial prefrontal cortex 
(vmPFC) cause prefrontal dysfunction due to tissue dam-
age, and antisocial personality disorder may develop in af-
fected patients.17 In addition, studies show that vmPFC 
lesions can cause cognitive and behavioral disorders.18 
Furthermore, temporal lobe epilepsy causes depression 
and anxiety, which is associated with cell loss.15 Both 
antisocial personality disorder and depression are allevi-
ated in patients who have undergone resective epilepsy 
surgery.17,19 Based on the literature, it can be stated that 
epilepsy is not only a neurological problem but also a so-
cial issue. Therefore, studies on epilepsy pathogenesis 
and new strategies for epilepsy prevention and treatment 
are vital.

Taxifolin (dihydroquercetin) is  a  flavonoid approved 
by  the U.S. Food and Drug Administration (FDA) and 
is abundant in various plants, such as grapes, citrus fruits 
and green tea.20,21 Studies have shown that the oral bio-
availability of taxifolin is low compared to the intravenous 
use.22,23 The literature also shows that gastric taxifolin ab-
sorption is better than small intestine uptake. In addition, 
taxifolin undergoes biotransformation by the intestinal mi-
croflora, and while some of the formed metabolites are ab-
sorbed, some are excreted in the feces.24 Absorbed taxifolin 
is primarily metabolized in enterocytes and hepatocytes, 
generally through phase II reactions. The metabolites are 
then transported to the organs through the bloodstream,25 
and taxifolin is eliminated from the body through urine and 
feces.25 Almost 200 taxifolin metabolites have been identi-
fied, and the drug and its metabolites have been detected 
in many tissues.25,26 After reviewing the literature, no infor-
mation was found on the transfer mechanism of taxifolin 
to the brain. However, studies have shown that taxifolin can 
cross the blood–brain barrier and has been found in brain 
tissue, albeit at relatively low concentrations.25

Many studies have demonstrated the neuroprotective 
properties of taxifolin,23 with a recent double-blind placebo-
controlled clinical trial finding that consuming taxifolin-rich 
foods improved brain activity and mental fatigue in healthy 
young adults.27 Furthermore, taxifolin can affect gene ex-
pression that regulates the balance between cell survival and 
cell death and exhibits rapid neuroprotection by suppressing 
ROS production in inhibitory gamma-aminobutyric acid 
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(GABA) neurons.21 Dok-Go et al. correlated the neuropro-
tective effects of taxifolin in rat cortical cells with its anti-
oxidant activity via radical scavenging and LPO inhibition.28 
Taxifolin has also been shown to attenuate ROS production, 
tGSH depletion and cell death.29 The literature on taxifolin 
indicates that it may be useful for preventing caffeine-related 
oxidative stress-induced epileptic seizures.

Objectives

No studies investigating the effects of taxifolin in caf-
feine-induced epileptic seizures were found when re-
viewing the literature. As such, this study was designed 
to assess the impact of taxifolin on caffeine-induced epi-
leptic seizures in rats. Our primary aim was to determine 
the relationship between epileptic activity and antioxidant 
activity by evaluating oxidative stress, which is involved 
in the pathogenesis of epilepsy, by measuring oxidant and 
antioxidant parameters in brain tissue.

Materials and methods

The current study created a caffeine-induced epilepsy 
model in Albino Wistar rats to assess the effects of taxi-
folin on epileptic seizures and compared the effect of taxi-
folin to diazepam. To investigate taxifolin effects, oxidant 
and antioxidant levels were measured in the brain tissues 
of the animals, and the latent period between epilepsy 
induction and seizure development was recorded. To de-
termine whether or not taxifolin was effective, results were 
compared to a seizure group and a diazepam group.

Animals

The experiments used 40 male Albino Wistar rats (210–
220 g) procured from the Erzincan Binali Yıldırım Uni-
versity Experimental Animals Application and Research 
Center (Erzincan, Turkey). Before the experiment, the ani-
mals were housed and fed at standard room temperature 
(22°C) for 1 week in a laboratory environment. The Animal 
Experiments Local Ethics Committee Experimental ap-
proved the procedures (approval No. 2022-11/56).

Chemicals

Thiopental sodium was procured from IE Ulagay (Is-
tanbul, Turkey), diazepam from Deva (Istanbul, Turkey), 
caffeine from Sigma-Aldrich (Darmstadt, Germany), and 
taxifolin from Evalar (Moscow, Russia).

Animal groups

The  animals were split into 4  groups, including 
a 300 mg/kg caffeine group (CG), 50 mg/kg taxifolin + 

300 mg/kg caffeine group (TCG), 2 mg/kg diazepam + 
300 mg/kg caffeine group (DCG), and healthy control 
group (HG).

Experimental procedure

Taxifolin (25  mg/tablet, CAS No. 480-18-2) and di-
azepam (2 mg/tablet, CAS No. 439-14-5) were crushed 
into a powder and dissolved in distilled water. Solutions 
of 2.5 mg/mL of taxifolin and 0.1 mg/mL of diazepam were 
prepared. Caffeine (100 g bottle, powder, CAS No. 58-08-2) 
was dissolved in distilled water to obtain a 30 mg/mL solu-
tion. In the experimental application, 50 mg/kg taxifolin30 
was given to the TCG (n = 10) and 2 mg/kg diazepam 
to the DCG (n = 10) via oral gavage. Distilled water was ad-
ministered orally at the same volume to the CG (n = 10) and 
HG (n = 10). One hour after administering taxifolin, diaze-
pam, distilled water or 300 mg/kg caffeine6 was injected in-
traperitoneally (ip.) into the CG, TCG and DCG. The same 
volume of distilled water was also injected ip. into the HG. 
Immediately after the caffeine injection, the animals were 
placed in groups in a plexiglass box (30 × 30 × 40 cm), 
and the caffeine injection time was recorded. The onset 
of tonic-clonic contractions was recorded as seizure on-
set. After the caffeine injection, the time until the onset 
of tonic-clonic contractions was measured with a stop-
watch, and latency was recorded in minutes.6 One hour 
after the caffeine injection, the animals were euthanized 
with 50 mg/kg thiopental sodium (0.5 g/20 mL vial, CAS 
No. 76-75-5), and the levels of MDA, MPO, tGSH, SOD, 
total oxidant status (TOS), and total antioxidant status 
(TAS), were measured in excised brain tissue.

Sample preparation

To determine MDA levels, brain tissue was homogenized 
in a 1.15% potassium chloride solution in an icy environ-
ment and topped up to 2 mL using phosphate-buffered 
saline (PBS; pH 7.5) for other measurements. The solution 
was then centrifuged (10,000 rpm for 15 min at 4°C) and 
the supernatant was collected for analysis.

Malondialdehyde analysis

The method of Ohkawa et al. was adopted for MDA 
measurement.31 The  method is  based on  the  spectro-
photometric measurement of the absorbance (532 nm) 
of a pink complex created by thiobarbituric acid (TBA) 
and MDA at high temperature (95°C). Homogenates were 
centrifuged at 5000 g for 20 min, and the supernatants 
used to determine the amount of MDA by preparing a so-
lution containing 250 μL of homogenate, 100 μL of 8% 
sodium dodecyl sulfate (SDS), 750 μL of 20% acetic acid, 
750 μL of 0.08% TBA, and 150 μL of distilled water, which 
was pipetted into capped test tubes and vortexed. After 
the mixture was incubated for 60 min at 100°C, 2.5 mL 
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of n-butanol was added and measured spectrophotometri-
cally. The amount of red color formed was read using 3-mL 
cuvettes at 532 nm, and the amount of MDA in the samples 
was determined using the standard curve created using 
the previously prepared MDA stock solution, with con-
sideration of dilution coefficients.

Myeloperoxidase analysis

For determining the activity of MPO, an MPO-mediated 
oxidation reaction with hydrogen peroxide (H2O2) contain-
ing a 4-amino antipyrine/phenol solution as the substrate 
was used.32

tGSH analysis

The amount of GSH in brain tissue homogenates was 
determined using the method described by Sedlak and 
Lindsay.33 Samples were weighed and homogenized in 2 mL 
of 50 mmol/L Tris–HCl buffer containing 20 mmol/L eth-
ylenediaminetetraacetic  acid (EDTA) and 0.2 mmol/L su-
crose at pH 7.5. Homogenates were immediately precipi-
tated with 0.1 mL of 25% trichloroacetic acid, the precipitate 
was removed after centrifugation at 4200 rpm for 40 min 
at 4°C, and the supernatant was used to determine tGSH. 
A total of 1500 μL measurement buffer (200 mmol/L Tris–
HCl buffer containing 0.2 mmol/L EDTA at pH 7.5), 500 μL 
supernatant, 100 μL 5,5-dithio-bis-(2-nitrobenzoic acid) 
(DTNB) (10 mmol/L), and 7900 μL methanol were added 
to the tube and vortexed and incubated for 30 min at 37°C. 
The DTNB was used as the chromogen, and it created a yel-
low-colored complex with sulfhydryl groups. The absor-
bance was measured at 412 nm using a Beckman DU 500 
spectrophotometer (Beckman Coulter, Gaithersburg, USA). 
The standard curve was obtained using reduced GSH.

SOD analysis

The measurements were performed using the method 
of Sun et al.,34 with SOD formed when xanthine was con-
verted into uric acid with xanthine oxidase. When a ni-
tro blue tetrazolium (NBT) dye is added to this reaction, 
it reacts with SOD to form a purple-colored formazan 
dye. Samples were weighed and homogenized in 2 mL 
of 20 mmol/L PBS with 10 mmol/L EDTA (pH 7).8 Samples 
were then centrifuged at 6000 rpm for 10 min, and the su-
pernatant was used as the assay sample. The measurement 
mixture, containing 2450 μL of measurement mixture 
(0.3 mmol/L xanthine, 0.6 mmol/L EDTA, 150 μmol/L 
NBT, 0.4 mol/L Na2CO3, and 1 g/L bovine serum albu-
min), 500 μL supernatant, and 50 μL xanthine oxidase 
(167 U/L), was vortexed and incubated for 10 min. Forma-
zan developed at the end of the reaction. The absorbance 
of the purple-colored formazan was measured at 560 nm. 
Less of the superoxide radical reacted with NBT when 
more of the enzyme was present.

TOS and TAS status measurement

The TOS and TAS levels of the samples were determined 
using an automated measurement method created by Erel 
and commercial kits (Rel Assay Diagnostics, Gaziantep, 
Turkey).35,36 The TAS method was based on bleaching 
the  characteristic color of  the  more stable 2,2’-azino-
bis (3-ethylbenzothiazoline-6-sulfonic acid) (ABTS) 
radical cation by  antioxidants, and the  measurements 
were taken at 660 nm. The results were given as nmol 
of H2O2 equivalent/L. For the TOS method, the oxidants 
in the sample oxidized the iron ion-o-dianisidine complex 
to a ferric ion. The iron ion produced a colored complex 
with xylenol orange in an acidic environment. The color 
intensity was measured spectrophotometrically at 530 nm 
and was associated with the total amount of oxidant mol-
ecules in the sample. The results were indicated as µmol 
trolox equivalent/L. The percentage of TOS to TAS was 
used as the oxidative stress index (OSI) and calculated ac-
cording to the formula: OSI = TOS/TAS*0.1.37

Statistical analyses

Statistical analyses employed IBM SPSS Statistics 22.0 
(IBM Corp., Armonk, USA). A Shapiro–Wilk test deter-
mined if the data were normally distributed, and Levene’s 
test assessed homogeneity of variance. Data with a nor-
mal distribution were analyzed using one-way analysis 
of variance (ANOVA) with Bonferroni’s correction and are 
presented as mean ± standard deviation (M ±SD) and 95% 
confidence intervals (95% CIs). Meanwhile, data with a non-
normal distribution were analyzed using the Kruskal–Wal-
lis (K–W) test followed by Dunn’s test, with the results 
expressed as median (1st–3rd quartile (Q1–Q3)). Performing 
all analyses on the same data set increased the probability 
of type 1 error. To prevent this situation, the level of signifi-
cance was determined as 0.00625. This value was obtained 
by dividing 0.05 by the comparison number of eight.

Results

Latent period results

The period elapsed until seizure onset, after the caf-
feine-driven induction of an epileptic attack, was calcu-
lated in minutes as the latent period. There was a differ-
ence in  the variable latent period between groups with 
respect to the variable group (H [2] = 20.066, p < 0.001). 
As shown in Fig. 1, Table 1 and Table 2, the latent period for 
the CG was higher than for the TCG (p = 0.004) and DCG 
(p < 0.001), while latency was similar in the taxifolin and di-
azepam groups (p = 1.000). All animals in the CG, TCG and 
DCG had epileptic seizures. All animals that had a seizure 
in the CG died (100%), while the number of animals that 
died in TCG and DCG was 3 (30%) and 9 (90%), respectively.
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Fig. 1. Comparison of latency period data of the CG, TCG and DCG. Data are 
presented as median and Q1–Q3 percentile (horizontal line = median; 
bottom line of the box = Q1 (25th); top line of the box = Q3 (75th))

CG – 300 mg/kg caffeine-administered group; TCG – 50 mg/kg taxifolin 
+ 300 mg/kg caffeine-administered group; DCG – 2 mg/kg diazepam 
+ 300 mg/kg caffeine-administered group; (a). p = 0.04 compared to the TCG; 
(b). p < 0.001 compared to the DCG; (c). p = 1.000 compared to the DCG. 

Table 1. Analysis results of the data obtained from the study

Biochemical 
parameters Contents 

Shapiro–Wilk
Levene's 

test

One-way ANOVA

CG TCG DCG HG sum 
of squares df mean 

square f sig.

MDA

statistic 0.977 0.908 0.949 0.929 8.070 8135.814 3 2711.938 865.927 0.000

df 10 10 10 10 3/36 112.746 36 3.132 – –

sig. 0.945 0.270 0.662 0.439 0.000 8248.560 39 – – –

MPO

statistic 0.965 0.969 0.908 0.910 12.697 2196.455 3 732.152 253.522 0.000

df 10 10 10 10 3/36 103.965 36 2.888 – –

sig. 0.837 0.877 0.268 0.283 0.000 2300.420 39 – – –

tGSH

statistic 0.932 0.964 0.849 0.952 0.999 405.690 3 135.230 1837.087 0.000

df 10 10 10 10 3/36 2.650 36 0.074 – –

sig. 0.473 0.826 0.057 0.693 0.404 408.340 39 – – –

SOD

statistic 0.960 0.991 0.973 0.976 6.937 2109.204 3 703.068 210.255 0.000

df 10 10 10 10 3/36 120.380 36 3.344 – –

sig. 0.783 0.998 0.915 0.941 0.001 2229.584 39 – – –

TOS

statistic 0.988 0.914 0.945 0.949 15.237 2362.577 3 787.526 429.338 0.000

df 10 10 10 10 3/36 66,034 36 1.834 – –

sig. 0.994 0.313 0.605 0.653 0.000 2428.611 39 – – –

TAS

statistic 0.982 0.869 0.859 0.918 9.926 343.047 3 114.349 251,577 0.000

df 10 10 10 10 3/36 16.363 36 0.455 – –

sig. 0.974 0.098 0.075 0.342 0.000 359.410 39 – – –

OSI

statistic 0.895 0.967 0.789 0.945

Kruskal–
Wallis 
test

34.077 – – – –

df 10 10 10 10 3 – – – –

sig. 0.192 0.862 0.011 0.613 0.000 – – – –

Latent period

statistic 0.889 0.935 0.805 – 20.066 – – – –

df 10 10 10 – 2 – – – –

sig. 0.166 0.499 0.017 – 0.000 – – – –

CG – 300 mg/kg caffeine-administered group; TCG – 50 mg/kg taxifolin + 300 mg/kg caffeine-administered group; DCG – 2 mg/kg diazepam + 300 mg/kg 
caffeine-administered group; HG – healthy group; MDA – malondialdehyde; MPO – myeloperoxidase; tGSH – total glutathione; SOD – superoxide 
dismutase; TOS – total oxidant status; TAS – total antioxidant status; OSI – oxidative stress index; df – degrees of freedom; df1 – number of groups: 1; 
df2 – total number of samples: number of groups; sig. – significance; f – (largest variance)2/(smallest variance)2.

Table 2. Analysis of experimental groups in terms of latent period

Parameters Contents Latent period [min]

Median (Q1–Q3)

CG (n = 10) 2.48 (2.23–2.69)

TCG (n = 10) 9.30 (8.98–9.56)

DCG (n = 10) 9.51 (9.37–9.57)

Kruskal–Wallis test
H 20.066

p-value <0.001

Post hoc test 
p-values 

CG vs. TCG 0.004

CG vs. DCG <0.001

TCG vs. DCG 1.000

CG – 300 mg/kg caffeine-administered group; TCG – 50 mg/kg taxifolin 
+ 300 mg/kg caffeine-administered group; DCG – 2 mg/kg diazepam 
+ 300 mg/kg caffeine-administered group. Statistical analysis was 
performed with Kruskal–Wallis test, followed by Dunn’s test.
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MDA and MPO analysis results

There was a  difference in  MDA (F[3.36]  =  865.927, 
p < 0.001) and MPO (F[3.36] = 253.522, p < 0.001) with 
respect to the variable group. As seen in Fig. 2, Table 1 and 
Table 3, MDA and MPO levels in the brain tissues of rats 
in the CG were higher than those in the TCG, DCG and 
HG (p < 0.001). While taxifolin and diazepam inhibited 
the increase in MDA at the same level (p = 1.000), taxi-
folin suppressed the MPO increase better than diazepam 
(p < 0.001).

tGSH and SOD analysis results

There was a group difference in tGSH (F[3,36] = 1837.087, 
p < 0.001) and SOD (F[3,36] = 210.255, p < 0.001) with 
respect to the variable group. The tGSH and SOD levels 
in the CG were lower than those in the TCG, DCG and 
HG (p < 0.001). Taxifolin inhibited this decrease in tGSH 
and SOD levels better than diazepam (p < 0.001) (Fig. 3, 
Table 1 and Table 3).

TOS, TAS and OSI analysis results

There were group differences in TOS (F[3,36] = 429.338, 
p < 0.001) and OSI (H[3] = 34.077, p < 0.001) with respect 
to  the variable group. As shown in Fig. 4, Table 1 and 
Table 3, the CG had the highest TOS and OSI values, and 
there was a statistically significant difference between 

the other groups (p < 0.001). While TOS values were simi-
lar in the TCG and DCG, OSI values were lower (p = 1.000 
and p < 0.001, respectively). The OSI values in the TCG 
were similar to the HG (p = 1.000). Furthermore, there 
was a group difference in TAS with respect to the vari-
able group (F[3,36] = 251.577, p < 0.001). The TAS levels 
were lower in the CG than in the other groups (p < 0.001). 
Taxifolin inhibited the decrease in TAS levels better than 
diazepam (p < 0.001). There was no statistically signifi-
cant difference in TAS levels between the TCG and HG 
(p = 1.000).

The  latent period data for the CG were higher than 
for the TCG and DCG. All animals in the CG, TCG and 
DCG had epileptic seizures. All animals who had a seizure 
in the CG died, while the number of animals that died 
in the TCG and DCG was 3 and 9, respectively. The MDA 
and MPO were higher in the CG than in the TCG, DCG 
and HG. While taxifolin and diazepam inhibited the MDA 
increase to the same extent, taxifolin suppressed the MPO 
increase better than diazepam. The SOD and tGSH were 
lower in the CG than in the TCG, DCG and HG. Taxifo-
lin inhibited this decrease in tGSH and SOD better than 
diazepam. While TOS values were similar in the TCG 
compared to the DCG, OSI scores were lower. Oxidative 
stress index was similar for the TCG and HG. Meanwhile, 
TAS was lower in the CG than in the other groups. Taxi-
folin inhibited the decrease in TAS better than diazepam. 
There was no difference in TAS levels between the TCG 
and the HG.

Fig. 3. Comparative analysis of tGSH and 
SOD levels obtained from experimental 
groups. Data were presented as mean with 
95% confidence intervals

(a). p < 0.001 compared to the TCG, DCG 
and HG; (b). p < 0.001 compared to the DCG; 
(c). p < 0.001 compared to the CG, TCG and 
DCG; tGSH – total glutathione; 
SOD – superoxide dismutase; 
CG – 300 mg/kg caffeine-administered 
group; TCG – 50 mg/kg taxifolin + 300 mg/kg 
caffeine-administered group; DCG – 2 mg/kg 
diazepam + 300 mg/kg caffeine-
administered group; HG – healthy group.

Fig. 2. Comparative analysis of MDA and 
MPO levels obtained from experimental 
groups. Data were presented as mean with 
95% confidence intervals

(a). p < 0.001 compared to the TCG, DCG 
and HG; (b). p = 1.000 compared to the DCG; 
(c). p < 0.001 compared to the CG, TCG 
and DCG; (d). p < 0.001 compared to 
the DCG; (e). p = 1.000 compared to the HG; 
MDA – malondialde hyde; MPO – myeloper-
oxidase; CG – 300 mg/kg caffeine-adminis-
tered group; TCG – 50 mg/kg taxifolin 
+ 300 mg/kg caffeine-administered group; 
DCG – 2 mg/kg diazepam + 300 mg/kg 
caffeine-administered group; HG – healthy 
group.
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Discussion

An epileptic seizure results from abnormal synchronized 
neuronal activity in the brain and causes transient clinical 
signs or symptoms. The incidence is increasing, especially 
in developing countries.3 The literature states that approx. 
30% of epilepsy patients are resistant to current treatments. 
As such, new treatment options are needed to success-
fully control seizures and improve patient quality of life.38 
Although the pathogenesis of epilepsy has not been fully 
elucidated, oxidative stress is  thought to  play a  role.7 
Therefore, this study investigated the effects of taxifolin 

on caffeine-induced epileptiform activity in rats and ana-
lyzed its relationship with oxidative stress.

In this study, the latent period was significantly longer 
in the taxifolin and diazepam groups compared to the epi-
lepsy group. Also, all animals were followed up clinically 
after the episode, and mortality rates were determined. 
While all rats in the epilepsy group died from seizures, 
the death rate was 30% in the taxifolin group and 90% 
in  the diazepam group. Compared to  the HG, the CG 
had higher MDA, MPO, TOS, and OSI values, and lower 
tGSH, SOD and TAS values. While taxifolin and diazepam 
inhibited the MDA and TOS increase at a similar level, 

Table 3. Statistical analysis of biochemical data obtained from experimental groups

Parameters Contents MDA MPO tGSH SOD TOS TAS OSI

X ±SD or 
median (Q1–Q3)

CG (n = 10) 40.20 ±3.36 22.50 ±3.06 1.32 ±0.18 4.52 ±0.29 25.50 ±2.64 3.19 ±0.32 0.84 (0.68–0.86)

TCG (n = 10) 8.82 ±0.37 4.82 ±0.30 8.33 ±0.32 19.50 ±0.55 7.70 ±0.34 9.97 ±0.60 0.08 (0.07–0.08)

DCG (n = 10) 9.21 ±0.96 11.60 ±1.43 4.59 ±0.24 8.96 ±0.50 7.15 ±0.39 5.81 ±0.38 0.12 (0.12–0.13)

HG (n = 10) 4.57 ±0.42 3.99 ±0.19 9.36 ±0.32 22.10 ±2.56 8.51 ±0.35 10.14 ±1.10 0.08 (0.08–0.09)

95% CI for the mean 
change

CG lower–upper 37.97–42.60 20.31–24.69 1.20–1.45 4.31–4.73 23.62–27.39 2.96–3.42 –

TCG lower–upper 8.56–9.08 4.62–5.03 8.10–8.56 17.68–21.32 7.46–7.95 9.54–10.40 –

DCG lower–upper 8.52–9.90 10.58–12.62 4.42–4.76 8.61–9.31 6.87–7.43 5.54–6.08 –

HG lower–upper 4.27–4.87 3.85–4.13 9.13–9.59 20.27–23.93 8.26–8.76 9.35–10.93 –

ANOVA or K–W
F (3.36) or H 865.927 253.522 1837.087 210.255 429.338 251.577 34.077

p-values <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

Post hoc test p-values 

HG vs. TCG <0.001 1.000 <0.001 0.018 1.000 1.000 1.000

HG vs. DCG <0.001 <0.001 <0.001 <0.001 0.186 <0.001 0.118

HG vs. CG <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

TCG vs. DCG 1.000 <0.001 <0.001 <0.001 1.000 <0.001 0.004

TCG vs. CG <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001

DCG vs. CG <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 0.335

CG – 300 mg/kg caffeine-administered group; TCG – 50 mg/kg taxifolin + 300 mg/kg caffeine-administered group; DCG – 2 mg/kg diazepam + 300 mg/kg 
caffeine-administered group; HG – healthy group; MDA – malondialdehyde; MPO – myeloperoxidase; tGSH – total glutathione; SOD – superoxide 
dismutase; TOS – total oxidant status; TAS – total antioxidant status; OSI – oxidative stress index. Statistical analysis was performed with one-way analysis 
of variance (ANOVA) or the Kruskal–Wallis (K–W) test. One-way ANOVA was preferred for statistical analysis of MDA, MPO, tGSH, SOD, TOS, and TAS. 
Bonferroni correction was then applied. Statistical analysis for OSI was done using the  
K–W test and post hoc Dunn’s test was applied.

Fig. 4. Comparative analysis of TOS, TAS and OSI levels obtained from experimental groups. Data were presented as mean with 95% confidence intervals for 
TAS and TOS, and as median and Q1–Q3 percentile for OSI (horizontal line = median; bottom line of the box = Q1 (25th); top line of the box = Q3 (75th)) 

(a). p < 0.001 compared to the TCG, DCG and HG; (b). p = 1.000 compared to the DCG; (c). p > 0.05 compared to the HG; (d). p < 0.05 compared to the DCG; 
TOS – total oxidant status; TAS – total antioxidant status; OSI – oxidative stress index; CG – 300 mg/kg caffeine-administered group; TCG – 50 mg/kg taxifolin 
+ 300 mg/kg caffeine-administered group; DCG – 2 mg/kg diazepam + 300 mg/kg caffeine-administered group; HG – healthy group.
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taxifolin was more successful than diazepam in suppress-
ing the changes in MPO, tGSH, SOD, TAS, and OSI.

Previous studies reported that increased ROS produc-
tion caused oxidative stress, disrupting the antioxidant 
balance and causing epilepsy-induced neuronal death.39 
Lipid peroxidation, due to increased ROS, can produce 
large amounts of MDA,13 which is an important parameter 
used to analyze oxidative damage associated with an epi-
leptic event.40,41 Moreover, LPO causes impaired cell mem-
brane permeability, decreased membrane potential and 
cell damage, with the latter exacerbated by MDA forma-
tion.42 Turan et al. revealed that MDA levels in the brain 
tissue of rats increased significantly in a caffeine-induced 
epileptic seizure model.6 Furthermore, previous studies 
using experimental epileptic episode models reported 
increased MDA levels in tissues and damaged neuronal 
cells.6,40,41,43 Obtaining high MDA levels in the epilepsy 
group in the current study indicates that our experimental 
results are in line with the literature.

In the current study, TOS measurement was performed 
to analyze oxidative stress in more detail. The experi-
mental results revealed that TOS and OSI levels were also 
high in the epilepsy group alongside high MDA levels. 
As is well known, there are various types of oxidant mol-
ecules, and measuring these oxidants separately increases 
costs. However, it is possible to determine the levels of all 
ROS using TOS analysis.36 In the current literature, there 
were no studies analyzing the TOS level in the brain tis-
sue of rats subjected to caffeine-induced epilepsy. None-
theless, a study reported increased TOS and OSI values 
in parallel with elevated MDA levels in a rat model of pen-
tetrazol-induced epilepsy.44 Consistent with the  litera-
ture, our findings showed high MDA, TOS and OSI levels 
in the epilepsy group.

The accumulation of ROS in brain regions is a cellu-
lar threat that can cause significant neuronal damage 
if not appropriately prevented by local and systemic an-
tioxidants.45 Measuring changes in  antioxidant levels 
is one of the most frequently used methods for clarifying 
the mechanisms of brain damage induced by ROS in epi-
lepsy.46 Therefore, SOD and tGSH levels, known as the en-
dogenous antioxidants, were measured in brain tissue. 
Superoxide dismutase oxidizes one superoxide radical 
to oxygen and catalyzes the reduction of another super-
oxide radical to H2O2, which is a less reactive molecule.46,47 
On the other hand, GSH reacts with H2O2 and organic per-
oxides catalyzed by active glutathione peroxidase, detoxi-
fies them and protects the cells from ROS damage.46,48,49 
Our findings showed a significant decrease in SOD and 
tGSH levels in the brain tissue of rats as a result of caf-
feine treatment, which is  in agreement with a previous 
study demonstrating that decreased SOD and tGSH levels 
were associated with brain damage in the caffeine-induced 
epileptic seizure rat model.6 In our study, TAS level was 
measured to analyze the effects of caffeine on SOD, tGSH, 
and other antioxidants. Total antioxidant status is used 

to measure the cumulative antioxidative effects of all an-
tioxidants in organisms.35 We found that the TAS level 
decreased in parallel with decreased SOD and tGSH levels 
in brain tissue. However, no studies investigating the level 
of TAS in caffeine-induced epilepsy models were found 
in the literature. Nonetheless, studies reported that TAS 
levels decreased and neuronal oxidative damage developed 
in experimental epilepsy models.50,51

Clinical and experimental evidence suggests that in-
flammatory processes in the brain play an important role 
in the pathophysiology of seizures and epilepsy. There 
is also evidence that inflammation may be a consequence 
as well as a cause of epilepsy.52 Indeed, various experimen-
tal epilepsy models have reported that the overproduction 
of ROS triggers an increase in inflammation in neurons.53 
Myeloperoxidase is an enzyme abundant in neutrophil 
granules, and its secretion increases after neutrophil ac-
tivation,54 which generates hypochlorous acid from H2O2 
in the environment using chloride ions. Hypochlorous 
acid is a strong oxidant that reacts readily with biological 
molecules and causes neuronal damage.54,55 Previous stud-
ies reported that increased MPO levels in experimental 
epilepsy models were associated with increased inflamma-
tion and oxidative stress, and this caused epileptic-induced 
neuronal cell death.6,39,56 In the current study, a signifi-
cant increase in MPO level was found in parallel with 
the increasing oxidative stress parameters and decreasing 
antioxidant parameters in the caffeine-induced epilepsy 
model, which is in line with the literature.

Taxifolin, analyzed in terms of its effect against caffeine-
induced epileptic activity, significantly decreased the caf-
feine-induced increase in MDA and TOS levels in brain 
tissue. There was no information indicating the possible 
effects of taxifolin against the oxidative damage caused 
by epilepsy in the brain in the literature. However, Okkay 
et al. reported that increased MDA levels in the brain tis-
sue of rats with hepatic encephalopathy were suppressed 
by taxifolin and revealed a neuroprotective effect.57 An-
other study by Akagunduz et al. demonstrated that in-
creased MDA and TOS levels in a rat model of pazopanib-
induced oxidative liver injury were significantly decreased 
by taxifolin treatment.30 Our experimental results and 
information obtained from the literature suggest that taxi-
folin has an antioxidant effect on ROS. Indeed, we dem-
onstrated an oxidant/antioxidant balance change in favor 
of oxidants in the epilepsy group, whereas this balance was 
maintained in the taxifolin group, with the predominance 
of antioxidants. Turovskaya et al. reported that taxifolin 
protected neurons against ischemic damage by activating 
antioxidant systems.58 Furthermore, other studies show 
that taxifolin prevented thioacetamide-associated GSH 
reduction in the hippocampus and protected the central 
nervous system from oxidative damage.57

It was determined that increased MPO levels due to epi-
leptic activity-induced brain damage decreased signifi-
cantly as a result of taxifolin treatment. Low MPO levels 
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in the taxifolin group rather than in the epilepsy group 
indicate that it antagonized caffeine-induced neuroinflam-
mation. No previous studies have investigated the effects 
of taxifolin on MPO levels in caffeine-induced epileptic ac-
tivity. However, Unver et al. reported that taxifolin signifi-
cantly reduced the increase in MPO in extra-brain tissues 
and protected against inflammation-induced damage.59

The positive effects of taxifolin on epileptic seizures 
may be associated with oxidative stress, which is involved 
in the pathogenesis of epilepsy. Sun et al. determined that, 
in an epilepsy model induced by lithium chloride-pilocar-
pine in rats, ROS and MDA levels increased in the epilepsy 
group, while SOD and mitochondrial membrane poten-
tial decreased.60 They also reported that GSH decreased 
with increasing MDA and ROS levels in brain tissues after 
epileptic seizures induced by pentylenetetrazole in rats.61 
Previous studies show that epileptic seizures occur with 
similar pathology, although they are induced in different 
ways, which suggests that taxifolin may also be effective 
in epileptic seizures induced by various means.

Numerous clinical studies in adults have revealed that 
melatonin and cannabidiol added to antiepileptic treat-
ment reduce the frequency and severity of seizures and 
increase the quality of life, and these results were associ-
ated with the antioxidant and anti-inflammatory proper-
ties of the agents used.62,63 Therefore, it is not surprising 
that taxifolin, which has shown antioxidative57 and anti-
inflammatory properties,59 has a neuroprotective effect 
in caffeine-induced epileptic seizures.

Limitations

Objective measurement methods that could assess 
the effect of taxifolin on the epileptic seizure model, such 
as electroencephalography and histopathological exami-
nation, were excluded due to technical constraints. Also, 
brain tissue, cerebrospinal fluid and blood concentrations 
of caffeine and taxifolin could not be measured for tech-
nical reasons. Furthermore, additional groups could have 
been added to assess the effects of using taxifolin in com-
bination with existing antiepileptics.

Conclusions

The current study investigated the effects of  taxifo-
lin on caffeine-induced epileptiform activity in rats and 
analyzed its relationship with oxidative stress. Taxifolin 
prolonged the latency period of caffeine-induced epilepsy-
like convulsions and reduced the severity of tonic-clonic 
seizures. In addition, taxifolin prevented a decrease in an-
tioxidant capacity and an increase in oxidant and inflam-
matory markers in brain tissue after caffeine administra-
tion. Our experimental results showed that taxifolin may 
be useful for treating epilepsy and epilepsy-like convul-
sions. Based on our findings, using taxifolin, which has 

antioxidant and anti-inflammatory effects, either alone 
or in combination with existing antiepileptics or a reduced 
dose of antiepileptic drugs, could be a new treatment strat-
egy. Since no side effects have been found for taxifolin 
in human studies,23 it could be used as a food supplement 
or to treat various diseases. In addition, this study may lead 
to further studies on the effects of other antioxidant and 
anti-inflammatory agents for epilepsy treatment.

Supplementary data

The Supplementary materials are available at https://
doi.org/10.5281/zenodo.8354869. The package consists 
of the following files:

Supplementary Table 1. Normality assumption test re-
sults for latent period.

Supplementary Table 2.Normality assumption test re-
sults for biochemical data.

Supplementary Table 3. Homogeneity of variances as-
sumption test results for MDA, MPO, tGSH, SOD, TOS 
and TAS.
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Abstract
Background. Chronic nonbacterial prostatitis (CNP) is a chronic inflammatory disease. Patients often have 
trouble urinating, experience painful and frequent urination, and pelvic floor pain, which seriously affects 
their quality of life. Dihydroartemisinin (DHA) is the most important artemisinin derivative with good anti-
inflammatory effects. However, the mechanism of DHA for CNP has not been fully elucidated.

Objectives. To examine the protective effect of DHA on CNP in mice model and to explore the potential 
mechanisms from the perspective of microRNAs (miRNAs).

Materials and methods. The CNP mouse model was induced using a prostate protein extract solution and 
complete Freund’s adjuvant. The pain threshold was determined using von Frey filaments. Hematoxylin and 
eosin (H&E) staining, TUNEL staining, western blot, real-time polymerase chain reaction (PCR), and small 
RNA sequencing were used to evaluate the effect of DHA on CNP.

Results. Dihydroartemisinin significantly alleviated prostate tissue damage in CNP mice, reduced the pain 
threshold, improved the prostate index, and reduced cell apoptosis. It also reduced the expressions 
of interleukin-1β (IL-1β), interleukin-6 (IL-6), tumor necrosis factor-α (TNF-α), and macrophage chemoat-
tractant protein-1 (MCP-1). Furthermore, after screening 48 differentially expressed genes, we found 4 miRNAs 
significantly downregulated and 2 miRNAs upregulated in the model group, which were later significantly 
reversed by DHA treatment. These results indicate that DHA treatment of CNP involves several signaling 
pathways.

Conclusions. Dihydroartemisinin can improve the pathological state and inflammatory response in a CNP 
mouse model, which may be related to the regulation of miRNAs.

Key words: inflammation, dihydroartemisinin, chronic nonbacterial prostatitis, small RNA sequencing
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Background

Chronic prostatitis is a chronic inflammation that af-
fects approx. 8–11.5% of  men worldwide,1,2 and more 
than 90% of chronic prostatitis are caused by chronic 
nonbacterial prostatitis (CNP).3,4 Patients often experi-
ence difficulty urinating, painful and frequent urination, 
and pelvic floor pain, which seriously affects their quality 
of life.5 Due to the multifactorial and complex pathogenesis 
of CNP, its mechanism has long been debated. However, 
at present, it remains not fully elucidated. Most research-
ers believe it is caused by a combination of etiological in-
fection, inflammation, abnormal neuromuscular activity 
in the pelvic floor, and immune abnormalities.6 Notably, 
inflammation plays a key role in the pathogenesis of many 
diseases.7–10 Antibiotics, botanicals, alpha-blockers, and 
non-steroidal anti-inflammatory analgesics are common 
treatment methods for CNP.11 However, chemicals are 
not appropriate as permanent therapeutics because they 
are prone to adverse reactions. Antibiotics are unlikely 
to help unless combined with alpha-blockers, and they are 
prone to dependence.12 Surprisingly, the therapeutic role 
of traditional Chinese medicine (TCM) and some botani-
cal ingredients in the treatment of chronic prostatitis has 
received increasing attention in recent years.13,14 Therefore, 
the search for a safe, efficient and well-absorbed botani-
cal component is of great importance for the treatment 
of CNP.

Recently, there has been remarkable advancement 
in TCM research. Some natural products have significant 
anti-inflammatory activity and promising applications for 
treating prostate diseases. Artemisinin is a special ses-
quiterpene lactone containing a peroxide bond extracted 
from the annual Compositae family member Artemisia 
annua L., which is an effective antimalarial component.15,16 
Dihydroartemisinin (DHA) is the most important arte-
misinin derivative, created by the oxidation of artemisinin 
with sodium tetrahydroborate.17 As the first-generation 
derivative of artemisinin, DHA has better water solubil-
ity and stability, high efficiency, low toxicity, and strong 
activity.18 In recent years, some studies have confirmed 
that DHA has anti-inflammatory, anti-tumor, antibacte-
rial, and immunomodulatory characteristics, in addition 
to antimalarial properties.15,19–21 Moreover, studies have 
reported that DHA improved the symptoms of systemic 
lupus erythematosus in mice and regulated the secretion 
of the pro-inflammatory mediator tumor necrosis factor-α 
(TNF-α). It was thought that the possible mechanism was 
via the inhibition of NF-κB-induced inflammatory cascade 
by affecting NF-κB activation and translocation to the nu-
cleus.22 Previously, we investigated the protective effect 
of DHA on hyperglycemia-induced vascular smooth mus-
cle cell (VSMC) proliferation and associated inflammation. 
Dihydroartemisinin dramatically lowered the mRNA lev-
els of interleukin-1β (IL-1β) and TNF-α, and this mecha-
nism may play a protective role in VSMC proliferation and 

inflammation via suppressing the miR-376b-3p/KLF15 
axis.23 Previous research has demonstrated that DHA can 
lower the generation of inflammatory factors in prostatitis 
tissues and alleviate prostatitis and the inflammatory re-
sponse by inhibiting the E2F7/HIF1α pathway.24

However, little attention has been paid to gene regula-
tion. MicroRNAs (miRNAs) have been extensively studied 
in many diseases, and their expression can be modulated 
by many different compounds.25 To identify CNP-specific 
differentially expressed miRNAs (DEMs) and mRNAs, 
we used a bioinformatics approach to investigate candi-
date miRNA-mRNA expression profiles of DHA involved 
in the CNP pathogenesis.

Objectives

In this study, we investigated the therapeutic impact 
of DHA on CNP mice from pharmacogenetic point of view 
and examined the underlying mechanisms responsible 
for this effect. The effect of DHA on miRNA-mRNA ex-
pression profile in the prostate tissue of CNP model mice 
was investigated by small RNA sequencing, which laid 
the foundation for the study on CNP.

Materials and methods

Animal experiments

Animals and drugs

Male nonobese diabetic (NOD) mice (6–8 weeks old, 
20–22 g), supplied from Beijing Zhongke Zesheng Bio-
technology Co., Ltd. (Beijing, China), were used in all 
experiments. Before experimental manipulation, all ani-
mals were exposed to 12 h of  light and dark cycle and 
constantly supplied with food and drink for at least 7 days. 
The mice were fed a general experimental animal diet pro-
vided by Chengdu Dossy Experimental Animal Co., Ltd. 
(Chengdu, China). The composition of the animal diet was 
as follows: corn, soybeans, bone flour, wheat, fish flour, 
sodium chloride, and vitamin complex. All animal proce-
dures were approved by the Laboratory Animal Ethical and 
Welfare Committee of Hebei Medical University (approval 
No. IACUC-Hebmu-P2021075). Dihydroartemisinin was 
purchased from Shanghai Yuanye Biotechnology Co., Ltd 
(batch No. B21182, purity ≥98%).

Experimental autoimmune prostatitis

Prostate tissue was harvested from Sprague–Dawley rats 
under aseptic conditions, washed with saline, and added 
to a saline solution containing 0.5% Triton X-100. The pros-
tate tissue was homogenized on ice prior to centrifugation 
to obtain the supernatant. The bicinchoninic acid (BCA) 
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protein concentration assay kit was used to  determine 
the protein concentration in the supernatant, which was 
adjusted to 20 mg/mL. Subsequently, the rat prostate protein 
purification solution was combined with an equivalent vol-
ume of complete Freund’s adjuvant via ultrasound to make 
a suspension.

Nonobese diabetic mice (n  =  24) were randomized 
into control, model, DHA (150 mg/kg), and positive drug 
(aspirin tablets, 150 mg/kg) groups (n = 6). Each mouse 
in the control group was injected subcutaneously with 
phosphate buffer saline (PBS) + complete Freund’s adju-
vant (0.1 mL). In the experimental autoimmune prostatitis 
(EAP) model group, DHA group and positive drug group, 
each mouse was injected subcutaneously with 0.1  mL 
of purified prostate protein solution and complete Freund’s 
adjuvant. A second immunization was performed after 
14 days to establish a mouse model of chronic nonbacte-
rial prostatitis, EAP. The DHA and positive drug groups 
were administered by gavage starting with the second 
immunization and repeated every 2 weeks until 28 days 
of harvesting. The pain thresholds were measured using 
von Frey fiber filaments on day 28. All mice were sedated 
with ip. pentobarbital (5%, 50 mg/kg), and the prostate 

tissue was immediately isolated and weighed to calculate 
the prostate index. Prostate index = prostate weight (mg)/
body weight (g). The tissues were stored in a –80°C en-
vironment for later analysis. The detailed experimental 
procedure is shown in Fig. 1A.

Behavioral nociception measurement

The pain threshold of NOD mice was determined using 
von Frey filaments, and the skin abnormalities were assessed 
on day 28 after immunization.26 The test was performed 
in a transparent plastic chamber with a stainless-steel grid 
floor. Mice were placed in the experimental room for at least 
30 min to acclimatize to the environment before the be-
havioral tests began. Von Frey filaments were then used 
to measure the tactile abnormal discomfort and hyperalgesia 
in each mouse at forces of 0, 0.4, 1.0, and 4.0 g, respectively. 
Von Frey filaments were administered on the abdomen for 
1–2 s, 10 times, with 2 min between each stimulation. To pre-
vent desensitization, stimulation was limited to the lower 
abdomen and varied areas within this area were stimulated. 
Positive reactions to filament stimulation were classified into 
3 types, namely 1) abrupt abdominal retraction; 2) quick 

Fig. 1. Dihydroartemisinin improved nociceptive sensitivity in chronic nonbacterial prostatitis (CNP) mice. A. The experimental method is depicted 
in a timeline diagram; B. Nonobese diabetic (NOD) mice responded to mechanical abdominal stimulation using von Frey filaments at forces of 0, 0.4, 1.0, and 
4.0 g. Response frequency was analyzed by the Kruskal–Wallis test (n = 6); C. Body weight changes of mice; p-value calculated for the difference between 
groups by two-way repeated measures analysis of variance (ANOVA) (n = 6); D. DHA significantly decreased the prostate index compared with the model 
group. The prostate index was analyzed by one-way ANOVA (n = 4). Data are presented as the means and 95% confidence interval (95% CI) whiskers 

##p < 0.01; ###p < 0.001 vs control group; *p < 0.05; **p < 0.01 compared with the model group; DHA – dihydroartemisinin group.
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licking or scratching; or 3) jumping.27 The percentage reac-
tion frequency was calculated as [(the number of positive 
responses/10 trials) × 100 = percentage response frequency].

Hematoxylin and eosin staining

The prostate tissue was fixed, dehydrated and embed-
ded in paraffin before being cut into sections and stained 
as follows.28 The prostate tissue sections were first dewaxed, 
and then stained with hematoxylin for 20 min. Next, after 
being separated by HCl/95% alcohol for 10 s, they were put 
into a weak ammonia solution at 50°C to return to a blue 
color. The slides were then stained with eosin for 5 min. 
Sections then underwent a soaking process in graded con-
centrations of alcohol, followed by treatment with xylene 
to achieve transparency. They were then sealed with neutral 
gum and examined under a microscope (Zeiss AxioVision, 
Oberkochen, Germany).

TUNEL staining

TUNEL staining was performed in the previous study.29 
To prepare the tissue sections, they were first deparaf-
finized and rehydrated, and then soaked in  water for 
5 min. Antigen retrieval was performed with a microwave, 
heating the samples for 8 min, followed by 3 washes with 
PBS (5 min per wash). Next, a TUNEL reaction mixture 
consisting of 50 μL TDT and 450 μL fluorescein-labeled 
dUTP solution was added to each slice, which was then 
incubated at 37°C for 1 h. Then, the sections were rinsed 
with PBS for 5 min × 3 times. DAPI nuclear staining was 
performed for 5 min, followed by rinsing with PBS and 
mounting the sections with 50% glycerol. The samples 
were stored at –20°C for microscopic examination (Nikon, 
Tokyo, Japan). The TUNEL analysis was assessed as 10 vi-
sual fields per mouse, and the apoptosis rate of each mouse 
was calculated.

Western blotting

The tissues were first frozen and subsequently ground 
to a powder. The resulting powder was then lysed using 
RIPA lysate while kept on ice for 15 min. The lysed samples 
were then centrifuged at 12,000 rpm at 4°C for 10 min, and 
the resulting supernatant was collected. The protein con-
centration of the supernatant was determined using a BCA 
protein assay kit. To denature proteins, they were heated 
at 95°C for 5 min before being stored at a low temperature 
(–80°C) for subsequent analysis. Next, the samples were 
separated on  8–10% sodium dodecyl-sulfate polyacryl-
amide gel electrophoresis (SDS-PAGE) gels and transferred 
onto polyvinylidene fluoride (PVDF) membranes (Milli-
pore, Billerica, USA). The membranes were blocked with 
5% skim milk and left in a shaker for 2 h at 37°C. Then, 
primary antibodies (anti-IL-1β, No. A1112, 1:2000; anti-
IL-6, No. A0286, 1:2000; anti-TNF-α, No. A11534, 1:2000; 

MCP-1, No. A22744, 1:2000; β-actin, No. AC026, 1:100,000; 
all from Abclonal, Woburn, USA) were added and incu-
bated overnight at 4°C. After washing with PBS, they were 
incubated with secondary antibodies (goat anti-rabbit IgG 
(H + L), No. s0001, 1:5000; Affinity, Changzhou, China) 
for 2 h, then washed with Tris-buffered saline with Tween 
(TBST) 3 times and colored by enhanced chemilumines-
cence (ECL) (Bio-Rad, Foster City, USA). Finally, the images 
were scanned and analyzed by a gel image analysis system.

Small RNA sequencing

The  total RNA extraction reagent Trizol was used 
to obtain the total RNA. An Agilent Bioanalyzer 2100 
(Agilent Technologies, Santa Clara, USA) was used 
to evaluate sample concentration and integrity, which 
served as a reference for the  library building and bio-
informatic analysis. Polyacrylamide gel electrophoresis 
(PAGE) was used to separate the RNA fragments, and 
short RNAs with lengths of 18–30 nt were obtained. 
The Illumina TruSeq Small RNA Sample Prep kit (New 
England Biolabs, Inc., Ipswich, USA) was used to cre-
ate small RNA libraries. Then, enriched libraries were 
amplified by polymerase chain reaction (PCR) to enrich 
cDNA with both 3’ and 5’ connectors. After cDNA am-
plification, the small RNA libraries were further purified 
by electrophoresis. The quality of the library was identi-
fied using an Agilent 2100 Bioanalyzer and an Agilent 
High Sensitivity DNA Kit (Agilent Technologies, Foster 
City, USA), with the criterion of the qualified libraries 
showing only a single peak and no junction. The librar-
ies were then measured using the Quan-iT PicoGreen 
dsDNA assay kit (Thermo Fisher Scientific, Waltham, 
USA), and the Illumina platform was used for RNA se-
quencing. Single-stranded cDNA was used as a template 
for PCR amplification and sequencing by annealing a se-
quencing primer. The target genes of these miRNAs were 
classified after the identification of DEMs using sequenc-
ing. Finally, the miRNA targets were subjected to Gene 
Ontology (GO) and Kyoto Encyclopedia of Genes and 
Genomes (KEGG) pathway analyses.

miRNA qPCR analysis

Total RNA was extracted using the Molpure® cell/tis-
sue total RNA kit (No. 19221ES50; Yeasen Biotechnology 
Co., Ltd., Shanghai, China) according to the manufac-
turer’s instructions. Reverse transcription (RT) reac-
tions were performed using Bulge-LoopTM miRNA RT 
primers (No. R10031.7; RiboBio, Guangzhou, China) 
and Bulge-Loop™ miRNA qRT-PCR starter kit (No. 
R11067.2; RiboBio). The  RT reaction procedure was 
performed at 42°C for 60 min and at 70°C for 10 min. 
Real-time PCR reactions were performed using 2X SYBR 
Green Mix, Bulge-Loop™ miRNA Forward Primer, and 
Bulge-Loop™ Reverse Primer. The reaction conditions 
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were as follows; pre-denaturation, 95°C, 10 min; dena-
turation, 95°C, 2 s; annealing, 60°C, 2 s; extension, 70°C, 
10  s. All data were analyzed by a QuantStudio TM3 
instrument (Thermo Fisher Scientific).

Data analysis and statistical methods

GraphPad Prism 8.0 (GraphPad Software, San Diego, 
USA) and IBM SPSS 25.0 statistical software (IBM SPSS, 
Armonk, USA) were used for statistical analysis. The Sha-
piro–Wilk method was first used to test for normal dis-
tribution, and these were expressed as mean ± standard 
deviation (SD), and non-normally distributed data were 
expressed as  median and percentiles (25th  percentile 
(P25) and 75th percentile (P75)). For data obeying normal 
distribution, one-way ANOVA was used for comparison 
between multiple groups, Levene’s test was used for ho-
mogeneity of variance analysis, the LSD test for data with 
homogeneity of variance, and Tamhane’s T2 test for data 
with unequal variance. Repeated measures were analyzed 
using a  two-way repeated measures ANOVA followed 
by Bonferroni’s multiple comparison test. Comparisons 
of non-normally distributed data were analyzed by non-
parametric tests using the Kruskal–Wallis method. All 
data are presented as the means and 95% confidence in-
terval whiskers. The value of p < 0.05 was considered sta-
tistically significant. In addition, Spearman’s correlation 
analysis was utilized to compare 2 genes, with p < 0.05 
representing statistical significance.

Results

DHA improved nociceptive sensitivity 
in the CNP model mice

The pain threshold of NOD mice was evaluated by von 
Frey filaments on day 28 after immunization to evaluate 
the effect of DHA on chronic pelvic pain in the CNP mice. 
The response frequency to tactile hypersensitivity was 
considerably greater in the model group compared with 
the control group (Kruskal–Wallis, F = 20.205, p < 0.001), 
and the response frequency was higher after the second 
vaccination compared to the first, indicating that CNP can 
directly produce pain in mice. The response frequency was 
lower in the DHA and positive drug groups compared with 
the model group under the forces of 0.4 g, 1.0 g and 4.0 g, re-
spectively (Fig. 1B, Supplementary Table 1). To varying de-
grees, continuous daily doses of DHA and aspirin reduced 
the frequency of CNP-induced responses, suggesting that 
DHA has a pain-relieving effect on CNP mice.

Four weeks later, the average body weight of mice treated 
with rat prostate protein + Freund’s adjuvant decreased 
sharply (F  (3.9)  =  144.847, p  <  0.001). However, body 
weight increased after DHA administration, although 
it remained significantly lower than in the control group 

(Fig. 1C, Supplementary Table 1). We also investigated 
how DHA affected benign prostatic hyperplasia (BPH). 
The prostate index, which is the ratio of prostate weight 
to body weight, can be used to indicate BPH. Our results 
revealed that the prostate index was raised in the model 
group (one-way ANOVA, F = 21.002, p < 0.001) but was 
lowered by DHA treatment (one-way ANOVA, F = 21.002, 
p = 0.006) (Fig. 1D, Supplementary Table 1). The difference 
in prostate index between the DHA and model group may 
be due to DHA reducing the inflammatory congestion and 
edema of the prostate tissue in mice.

DHA ameliorated histopathological 
damage and apoptosis of prostate tissue 
in the CNP model mice

Next, we evaluated the effect of DHA on prostate tis-
sue using pathological staining. Hematoxylin and eosin 
staining of prostate tissues showed that the control group 
contained normal structures without histopathological 
changes. The prostate tissue framework in the control 
group was integrated and transparent and exhibited an en-
larged gland cavity with many folds. Moreover, the prostate 
gland exhibited a monolayer of flattened, cuboidal, colum-
nar, or pseudostratified columnar glandular epithelium, 
which was neatly arranged and without showing obvious 
degeneration and necrosis. The model group’s prostate tis-
sue structure was considerably deteriorated as compared 
to the control group. It was obvious that some of the glan-
dular ducts in the tissue were obscured, epithelial cells dis-
played degeneration and necrosis, were relatively flat with 
surrounding interstitial edema and inflammatory cell infil-
tration, and a large number of lymphocytes were observed. 
Surprisingly, the prostate tissue improved markedly after 
DHA therapy. However, edema with inflammatory cell 
infiltration, lymphocytes, plasma cells, neutrophils and 
mast cells could still be observed in the interstitium sur-
rounding the glandular duct (Fig. 2A).

The principle of the TUNEL technique is that apop-
tosis is detected by labeling the 3’-OH site of DNA with 
fluorescein-conjugated nucleotides in the presence of de-
oxyribonuclease (TdT). Nuclei were stained with DAPI, and 
yellow cells were considered apoptotic. The results of TU-
NEL staining showed that DHA ameliorated cell apoptosis 
in the prostate tissue (Fig. 2B). Freund’s adjuvant stimu-
lation significantly increased apoptosis in prostate cells 
(one-way ANOVA, F = 271.622, p < 0.001), although the sig-
nificant increase of apoptosis level in the model group 
was suppressed by DHA (one-way ANOVA, F = 271.622, 
p < 0.001) (Fig. 2C, Supplementary Table 2).

DHA reduced inflammatory factors 
of prostate tissue in the CNP model mice

We used western blot analysis to identify the expression 
of numerous common inflammatory markers, including 
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IL-1β, interleukin-6 (IL-6), TNF-α, and macrophage 
chemoattractant protein-1 (MCP-1), in prostate tissues 
to better understand how DHA inhibits CNP by reduc-
ing inflammation. According to the findings, IL-1β, IL-
6, TNF-α, and MCP-1 levels in the CNP mice were sig-
nificantly elevated (F = 360.900, p < 0.001; F = 154.337, 
p < 0.001; F = 793.273, p < 0.001; F = 330.346, p < 0.001), 
whereas DHA dramatically decreased these proteins’ ex-
pression (F = 360.900, p = 0.006; F = 154.337, p = 0.002; 
F = 793.273, p < 0.001; F = 330.346, p < 0.001) (Fig. 2D,E, 
Supplementary Table 2). Overall, these findings displayed 
that DHA could attenuate CNP and antagonize the in-
flammatory response.

DHA affected the miRNA-mRNA 
expression profile of prostate tissue 
in the CNP mouse model
Data filtering and small RNA sorting

Small RNA sequencing was performed on the control group, 
model group and DHA group, producing a total of 201,337,093 
raw reads and 197,003,650 clean reads (≥18 nt) from 9 samples 
(3 samples per group). We discarded sequences with average 
sequencing quality below 20 and then filtered them for sub-
sequent analysis. The average clean rate was 97.83%, which 
indicated that the quality control of sequencing data was re-
liable (Table 1). We then summarized the annotation of all 
small RNAs compared to various types of RNAs (Fig. 3A).

Fig. 2. Dihydroartemisinin ameliorated histopathological damage, apoptosis and inflammatory response in prostate tissue of chronic nonbacterial 
prostatitis (CNP) mice. A. Hematoxylin and eosin (H&E) staining of prostate tissues. All images are exhibited at the same magnification, ×400, scale 
bar = 50 μm; B. Representative TUNEL images show that DHA ameliorated apoptosis in prostate cells. Blue represents nuclear staining (red arrow), and 
green represents TUNEL staining (yellow arrow), scale bar = 20 μm; C. The apoptosis rate of prostate cells; D. The protein expression of IL-1β, IL-6, TNF-α, and 
MCP-1 in the prostate tissues was detected using western blotting; E. Densitometric analysis of IL-1β, IL-6, TNF-α, and MCP-1 protein expression normalized 
to β-actin content (n = 3). Data are presented as the means and 95% confidence interval (95% CI) whiskers. Statistical analysis of the data was performed 
using one-way analysis of variance (ANOVA) 

###p < 0.001compared with the control group; **p < 0.01; ***p < 0.001compared with the model group; DHA – dihydroartemisinin group.
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Fig. 3. Dihydroartemisinin affected miRNA-mRNA expression profile of prostate tissue in the chronic nonbacterial prostatitis (CNP) mice. A. Small RNA 
classification statistics chart. The horizontal coordinate is the sample name, and the vertical coordinate is the proportion of de-duplicated sequences 
annotated to various RNAs to the total de-duplicated sequences; B. Pearson correlation coefficient for a sample test. The left and the top are the sample 
clustering cases, the right and the bottom are the sample names, and the squares of different colors represent the high or low correlation between the 2 
samples. Volcano map of differentially expressed genes (DEGs) in the control vs model group (C) and the model vs DHA group (D). Red dots represent 
upregulated genes, blue dots represent downregulated genes, and gray dots represent non-significant DEGs (fold change ≥2, p ≤ 0.05); E. Heatmap 
of DEMs in each sample based on hierarchical clustering analysis. The distance was calculated using the Euclidean method, and hierarchical clustering was 
applied. MiRNA with the most similar expression patterns are grouped together. Clustering was accomplished through the usage of complete linkage. 
Green denotes low expression, whereas red denotes strong expression 

C – control group; M – model group; DHA – dihydroartemisinin group.
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Screening and analysis of differentially 
expressed miRNAs

We conducted a Pearson correlation coefficient analy-
sis to find any correlation between miRNA expressions 
(Fig. 3B). The Pearson correlation coefficient was 0.99, 
indicating that the samples were extremely strongly cor-
related with each other. Next, we analyzed the differences 
in miRNA expression levels by DESeq (the criteria are 

based on |log2(fold-change)| ≥1 and p < 0.05). The find-
ings revealed that 13 miRNAs were significantly modified 
in the model group (p < 0.05), with 7 miRNAs upregulated 
and 6 miRNAs downregulated (Fig. 3C). A total of 30 miR-
NAs were notably expressed in the DHA group (p < 0.05), 
with 20 miRNAs being upregulated and 10 miRNAs be-
ing downregulated (Fig. 3D). Next, we performed bidi-
rectional clustering analysis of all miRNAs and samples, 
which revealed differences in 48 differentially expressed 
genes in each sample (Fig. 3E). Four miRNAs (miR-467a-
5p, miR-467b-5p, miR-335-3p, miR-669c-5p) were down-
regulated in the CNP mice and upregulated after DHA 
treatment, while 2 miRNAs (miR-490-3p, miR-672-5p) 
were upregulated in the CNP mice and downregulated 
after DHA treatment (Table 2). Subsequently, we detected 
6 differentially expressed miRNAs in prostatitis tissues us-
ing real-time quantitative PCR (Fig. 4A–F, Supplementary 
Table 3), and statistical analysis was performed using one-
way ANOVA and Kruskal–Wallis test. Although there was 
no significant difference in the expression of miR-669c-5p 
(one-way ANOVA, F = 12.930, p = 0.134), miR-467a-5p, 
miR-467b-5p and miR-335-3p displayed reduced expres-
sion in the model group compared to the control group 
(F = 6.006, p = 0.017; F = 25.987, p < 0.001; F = 6.030, 
p = 0.015), and the expression levels of miR-467b-5p and 

Fig. 4. Identification of 6 differentially expressed miRNAs in prostatitis tissues. The expressions of miR-467a-5p (A), miR-467b-5p (B), miR-335-3p (C), 
miR-669c-5p (D), miR-490-3p (E), and miR-672-5p (F) in prostatitis tissues were detected using real-time quantitative polymerase chain reaction (PCR) (n = 3). 
Data are presented as the means and 95% confidence interval (95% CI) whiskers. Statistical analysis of the data was performed using one-way analysis 
of variance (ANOVA) and Kruskal–Wallis test 

#p < 0.05; ###p < 0.001 compared with the control group; *p < 0.05; **p < 0.01 compared with the model group; DHA – dihydroartemisinin group.

Table 1. Sequencing data volume statistics for 9 samples

Sample Raw reads Clean reads Clean rate (%)

C1 22,  999, 745 22, 549, 376 98.04

C2 24, 645, 074 24, 130, 473 97.91

C3 23, 197, 912 22, 677, 066 97.75

DHA1 19, 053, 157 18, 560, 325 97.41

DHA2 18, 479, 443 18, 042, 214 97.63

DHA3 21, 294, 151 20, 808, 361 97.72

M1 22, 018, 657 21, 606, 038 98.13

M2 24, 522, 043 23, 972, 182 97.76

M3 25, 126, 911 24, 657, 615 98.13

Clean reads (≥18 nt) – number of filtered sequences (nucleotide 
length ≥18 nt); C – control group; M – model group; 
DHA – dihydroartemisinin group.
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miR-669c-5p were higher after DHA treatment compared 
to the model group before treatment (F = 25.987, p = 0.021; 
F = 12.930, p = 0.006). In contrast, miR-490-3p and miR-
672-5p levels were higher in the model group when com-
pared to the control group (F = 6.489, p = 0.011; F = 6.489, 
p = 0.011), while miR-490-3p and miR-672-5p levels were 
lower in the DHA group relative to the model group. How-
ever, this final result did not reach statistical significance, 
which was consistent with the sequencing data.

miRNA target gene prediction 
and bioinformatics analysis

We performed target gene prediction on differentially 
expressed miRNA sequences. A total of 48 miRNAs were 
analyzed, resulting in 15,689 predicted target genes, and 
73,083 predicted target sites. To investigate the function 
and mechanisms of miRNA target genes, GO and KEGG 
pathway enrichment studies were carried out. Gene On-
tology enrichment analysis of the control compareed to 
the model group showed that there were 1887 statistically 
significant GO term entries in the total differential genome 
(p < 0.05). The top 20 enriched GO terms of control vs 
model groups are shown in Fig. 5A. The biological process-
ing (BP) contained “regulation of cellular process”, “regula-
tion of biological process”, “signaling”, etc. For the cellular 
components (CC), terms related to “membrane” and “cell 
periphery” were enriched, while the molecular function 
(MF) included olfactory receptor activity. In the control 
vs model group, there were 2,631 statistically significant 
GO term entries in the total differential genome (p < 0.05). 
The top 20 enriched GO terms of model vs DHA groups 
were involved in BP (cellular process, biological regulation, 
regulation biological process, regulation of the cellular pro-
cess, etc.) and CC (cell periphery, membrane, intracellular, 
etc.) (Fig. 5B).

Further KEGG pathway analysis of the control vs model 
group showed that 27 pathways were enriched (p < 0.05), 
including 5 major categories, namely “organismal systems”, 
“human diseases”, “environmental information process-
ing”, “cellular processes”, and “metabolism”. Correspond-
ingly, pathways were also involved in cancer (breast cancer, 

microRNAs in cancer), glycan biosynthesis and metabo-
lism, signal transduction (phosphatidylinositol signaling 
system, Wnt, MAPK, Rap1, and sphingolipid signaling 
pathway), lipid metabolism (biosynthesis of unsaturated 
fatty acids), and infectious disease: bacterial (yersinia in-
fection), among others. Detailed information is shown 
in Fig. 5C. In the model vs DHA group, there were 94 statis-
tically significant KEGG pathways in the total differential 
genome (p < 0.05). The top 20 signaling pathways were di-
vided into 4 major categories, “cellular processes”, “human 
diseases”, “organismal systems”, and “environmental infor-
mation processing”, all of which were also involved in can-
cer (microRNAs in cancer, choline metabolism in cancer, 
gastric cancer, breast cancer), signal transduction (mTOR, 
Hippo, sphingolipid, and phosphatidylinositol signaling), 
immune system (T cell receptor signaling pathway), etc. 
Detailed information is shown in Fig. 5D.

Discussion

Prostatitis seriously affects men’s health, and the ma-
lignant development of prostate tissue cells may further 
transform into prostate cancer. Even though it  is one 
of  the most prevalent prostate disorders in the world, 
CNP is still debatable in terms of its genesis. The current 
knowledge on its pathogenesis mainly involves patho-
gen infection, inflammation, immunity, heredity, and 
oxidative stress.30–32 However, accumulated evidence 
has indicated that TCM has amassed rich experience 
in clinical practice and achieved certain curative effects 
in the treatment of prostate diseases. Due to the disad-
vantages of poor water solubility and low bioavailability 
of artemisinin, DHA, an important derivative of artemis-
inin, exhibits better bioavailability and increased anti-
malarial effects compared to artemisinin. In addition, 
DHA also has anti-inflammatory and anti-tumor activ-
ity, among other pharmacological effects. Herein, we ex-
amined how DHA affected mice with prostatitis caused 
by the administration of prostate tissue and complete 
Freund’s adjuvant. The EAP model is straightforward 
to construct and has a high success rate. The modeled 

Table 2. Differentially expressed miRNAs responding to dihydroartemisinin (DHA) treatment

miRNA FoldChange
(model/control) log2FoldChange p-value Regulate FoldChange 

(DHA/model) log2FoldChange p-value Regulate

miR-467a-5p 0.353 –1.504 1.147E–04 down 3.006 1.588 3.204E–05 up

miR-467b-5p 0.353 –1.504 1.147E–04 down 3.006 1.588 3.204E–05 up

miR-335-3p 0.248 –2.014 3.394E–02 down 5.646 2.497 2.418E–03 up

miR-669c-5p 0.412 –1.278 2.889E–02 down 2.937 1.554 4.501E–03 up

miR-490-3p 2.381 1.252 1.011E–06 up 0.445 –1.169 3.630E–06 down

miR-672-5p 2.257 1.174 4.113E–02 up 0.389 –1.363 1.936E–02 down

FoldChange represents the differential multiples of gene expression between the control group and the model group, or the model group and the DHA 
group; p < 0.05.
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CNP, which has been widely used, may cause a  sig-
nificant inflammatory response in the prostate gland 
with strong pathological specificity, prolonged model 
duration, and pathological changes similar to clinical 
manifestations. In  this study, the results showed that 
DHA significantly improved CNP. Dihydroartemisinin 
reduced the  frequency of  pain responses, improved 
the epithelial cells and glandular ducts of the prostate 
tissue, reduced inflammatory infiltration, and decreased 
the prostate index. Simultaneously, DHA significantly 

reduced apoptosis and the  inf lammatory response 
in prostate tissue.

Previous investigations have demonstrated that cyto-
kines and inflammation are key factors in the development 
of CNP.33 When the prostate is stimulated, it produces 
a wide range of host defense and inflammatory factors.34 
The IL-1β is a critical pro-inflammatory factor that leads 
to  the  occurrence and persistence of  inf lammation. 
The release of caspase-1 induced by NOD-like receptor 
protein 3 (NLRP3) inflammasome and the downstream 

Fig. 5. Function and pathway analysis of the target genes of differentially expressed miRNAs (DEMs). A. Gene Ontology (GO) enrichment analysis between 
the control and model groups; B. GO enrichment analysis between the model and dihydroartemisinin (DHA) group; C. Kyoto Encyclopedia of Genes and 
Genomes (KEGG) enrichment analysis between the control and model group; D. KEGG enrichment analysis between the model and DHA group. The false 
discovery rate (FDR) value ranges from 0 to 1, with the values closer to 0 indicating a more substantial enrichment
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cytokine IL-1β may be one of  the pathogenic mecha-
nisms of prostatitis.35,36 The IL-6 is an important pro-
inflammatory interleukin, and the level of IL-6 in CNP 
has been strongly correlated to the intensity of patients’ 
clinical symptoms.37 The IL-6 is a pleiotropic cytokine 
that regulates T cell migration and chronic immune re-
sponses and is strongly linked to prostate cell growth and 
death.38 In addition, IL-6 may regulate the occurrence and 
development of CNP by regulating cellular autophagy.39 
The TNF-α is a major pro-inflammatory cytokine that 
is involved in the induction of inflammatory responses 
as well as the regulation of immune responses.33 Further-
more, TNF-α can increase the production of cytokines, 
including IL-1, IL-6 and IL-8, by neutrophils and mono-
nuclear macrophages, which stimulates the inflammatory 
cascade and exacerbates the  inflammatory response.40 
In  addition to  inflammatory factors, MCP-1 is  used 
as an inflammatory biomarker to identify the response 
of CNP patients to treatment.38 Research has revealed 
that MCP-1 activates monocytes and macrophages and 
is involved in chemotaxis.41 It promoted the production 
of pro-inflammatory cytokines, which in turn boosted 
the inflammatory response in the CNP pathological con-
ditions. Our previous clinical study showed that reducing 
prostate inflammatory levels was effective in relieving 
urinary tract infections in prostate cancer patients.42 
In  the current investigation, CNP had elevated levels 
of IL-1β, TNF-α and IL-6, while DHA markedly decreased 
these, as well as suppressed MCP-1 levels in prostate tis-
sue. Therefore, DHA may be beneficial for preventing 
the development of CNP by downregulating inflamma-
tory factors and inflammatory mediators.

Changes in miRNA expression profiles are currently 
the subject of substantial research in conditions like pros-
tate cancer, but studies in CNP are still relatively sparse. 
We used small RNA sequencing and real-time PCR to eval-
uate and validate the abnormally expressed miRNAs in or-
der to further clarify the mechanism underlying DHA’s im-
pact on the miRNA expression profile in CNP mice. Small 
RNA is a key regulator of biological processes, including 
the control of gene expression, biological maturation, me-
tabolism, and the emergence of illness, and CNP patho-
genesis is accompanied by abnormal miRNA expression.43 
We found 48 target gene miRNAs, indicating that DHA 
has a powerful role in altering prostate miRNA expres-
sion. The RNA sequencing results showed that 4 miRNAs 
(miR-467a-5p, miR-467b-5p, miR-335-3p, miR-669c-5p) 
were dramatically diminished in the model group and 
substantially elevated after DHA treatment. Meanwhile, 
2  miRNAs (miR-490-3p, miR-672-5p) were elevated 
in the CNP mice and depressed after DHA treatment. 
Previous investigations have reported that miR-467a-5p 
reduced inflammation and elevated blood glucose and in-
sulin levels to prevent insulin resistance.44 The miR-335-3p  
was involved in regulating the  inflammatory response 
in myocardial infarction, ulcerative colitis and Parkinson’s 

disease.45–47 The miR-669c-5p  has been reported to be 
differentially expressed in mouse spermatocyte-derived 
GC-2 cells and may affect male reproductive function.48 
The miR-490-3-p was elevated in the reproductive organs 
of male rats induced by a high cholesterol diet,49 while miR-
672-5p was shown to be altered in the kidney of urolithiasis 
rats.50 Therefore, these genes have the potential to become 
novel biomarkers and therapeutic targets for CNP. In this 
study, we performed a preliminary investigation of DEMs 
in CNP, and the relationship of these miRNAs with inflam-
matory, immune, metabolic and other signaling pathways 
and their mechanisms need to be further examined.

The KEGG pathway analysis of miRNA expression pro-
file in the CNP mice revealed several signaling pathways re-
lated to the pathogenesis of CNP. These included the phos-
phatidylinositol signaling system, Wnt, MAPK, Rap1, 
and sphingolipid signaling pathway, and there is a clear 
correlation between some signaling pathways. However, 
the role of miRNAs and related signal transduction path-
ways in CNP occurrence and development needs further 
investigation. Of note, the development of DHA therapy 
for CNP involves several signaling pathways, including 
the mTOR, Hippo, sphingolipid, phosphatidylinositol, and 
T cell receptor signaling pathways. As expected, we found 
that all these pathways are involved in inflammatory and 
immune responses, suggesting a key regulatory role for 
inflammation and the immune system in initiating and 
progressing CNP. For example, Akt-mTOR could modulate 
the immune response and prevent Th17 cell over-activa-
tion in order to improve chronic prostatitis and chronic 
pelvic pain syndrome (CP/CPPS).51 Jiedu Huoxue decoc-
tion was found to inhibit apoptosis and activate the Wnt/
GSK-3β/β-catenin signaling pathway to treat CP/CPPS.52 
In addition, inflammatory factors could reduce CP/CPPS 
by downregulating NF-κB and JNK/MAPK pathway to al-
leviate prostatitis pain.53 In this study, DHA has demon-
strated a powerful therapeutic effect for CNP. However, 
the role of DHA in the CNP by regulating miRNA profiles 
acting on inflammatory, immune and apoptotic pathways 
deserves further exploration.

Limitations

In this study, we screened some DEMs by transcrip-
tomics, but the role of these miRNAs in prostatitis mice 
remains to be further investigated. Meanwhile, we found 
that inflammation and the immune system play a key regu-
latory role in the CNP, but the exact mechanism still needs 
to be examined.

Conclusions

This study explored the effectiveness and mechanism 
of  DHA in  the  treatment of  CNP. We  found consider-
able improvement in the pathogenic condition following 
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DHA administration in a CNP mouse model. The devel-
opment of biomarkers associated with CNP will be based 
on the detection of miRNA expression profiles in prostate 
tissues, which will aid in the early detection, diagnosis and 
treatment of CNP diseases. This work added to the body 
of knowledge on the mechanism of DHA in the treatment 
of CNP and may offer a fresh approach to its prevention 
and management.

Supplementary data
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Abstract
Background. Cardiac hypertrophy can be a pathological process that impairs heart function. Anthocyanins 
are a well-characterized type of natural antioxidant, and recent studies have shown that this type of compound 
has potential cardioprotective effects against different disorders, such as cardiac hypertrophy.

Objectives. We assessed the anti-hypertrophy potential of cyanidin-3-O-glucoside (C3G) and the mecha-
nism associated with any observed effects.

Materials and methods. Hypertrophy symptoms were induced using the transverse aortic constriction 
(TAC) operation in vivo and angiotensin II (Ang II) in vitro. The effect of C3G on the development of hy-
pertrophic symptoms was then determined. Moreover, we examined the influence of CTRP3 inhibition 
on the anti-hypertrophy function of C3G.

Results. The TAC operation induced cardiac fibrosis and heart weight increase, which was associated with 
increased production of cytokines and suppressed activity of the CTRP3/AMPK pathway. The impairments 
of heart structure and function were attenuated by C3G. Angiotensin II induced size increases of neonatal rat 
cardiomyocytes (NRCMs) in vitro, and this effect was inhibited by C3G. Furthermore, the inhibition of CTRP3 
counteracted the function of C3G by promoting NRCM hyperplasia and inflammation.

Conclusions. The results of the current study showed that the activation of CTRP3 contributed to the anti-
hypertrophy effects of C3G.

Key words: inflammation, AMPK, cyanidin-3-O-glucoside, cardiac fibrosis, CTRP3
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Background

Cardiovascular diseases are the primary cause of mor-
tality in affluent countries and have gradually replaced 
smoking as the leading cause of death in underdeveloped 
countries.1 Cardiac hypertrophy, an  adaptive reaction 
of the heart, is common to several cardiovascular dis-
eases.2 Long-term myocardial hypertrophy predisposes 
the  heart to  damage by  ischemia, arrhythmias, heart 
failure, and sudden death. As a result, early management 
of ventricular hypertrophy has garnered increased interest 
in recent years.

In developed countries, the use of diets for the treatment 
of chronic health issues has recently gained popularity. 
Anthocyanins are a subclass of flavonoids found in foods, 
such as fruits and vegetables, and are one of the most well-
known functional chemicals.3 These substances have anti-
oxidative and anti-inflammatory characteristics, with 
several positive effects on human health.3 Aloud et al. 
demonstrated that  cyanidin-3-O-glucoside  (C3G) has 
protective effects in cardiac diseases as it reduced the de-
velopment of unfavorable ventricular hypertrophy in a hy-
pertensive rat model,4 confirming the anti-hypertrophy 
potential of anthocyanins.

Additionally, emerging evidence has demonstrated that 
the chronic inflammatory response plays a significant 
role in the pathogenesis of myocardial hypertrophy.5,6 
This notion is supported by the finding that individuals 
with heart failure have higher plasma levels of oxidative 
and pro-inflammatory cytokines.7,8 For example, the de-
velopment of cardiac hypertrophy is linked to the activa-
tion of pro-inflammatory transcription factors, including 
nuclear factor kappa B (NF-κB).9 Given that anthocyanins 
are well-characterized anti-inflammatory agents, their 
ability to prevent hypertrophy may also be attributed 
to their anti-inflammatory effects.

There has been recent interest in the ability of certain 
natural compounds to affect upstream signaling path-
ways that modulate the  immune response, and hence 
potentially prevent cardiac hypertrophy.10,11 The CTRP3 
is a member of C1q/tumor necrosis factor (TNF)-related 
proteins and is widely expressed in different tissues, such 
as white adipose tissue, fibroblasts, chondrocytes, and 
monocytes.12,13 It possesses multiple biological func-
tions, such as regulating adipokine secretion,14 promot-
ing cell proliferation,15 regulating hepatic lipid metab-
olism,16 and inhibiting the  inf lammatory response.17 
The activation of CTRP3 can reduce post-infarct cardiac 
fibrosis by activating Smad3 and preventing myofibro-
blast differentiation,18 and the activity of the factor can 
be modulated by  different natural compounds such 
as astragaloside IV and glycine monoester.19,20 However, 
it  is unclear whether the anti-inflammatory function 
of CTRP3 also contributes to the therapeutic mechanism 
of anthocyanins in the treatment of cardiac fibrosis and 
hypertrophy.

Objectives

In this study, we performed a preliminary investigation 
regarding the anti-hypertrophy effects of C3G by focusing 
on the inflammation-related CTRP3 pathway. The hyper-
trophic symptoms were induced in vivo using the trans-
verse aortic constriction (TAC) method and in vitro using 
angiotensin II (Ang II). Then, the symptoms were treated 
with C3G, and the effects were analyzed using a series 
of assays to reveal the role of CTRP3-mediated anti-inflam-
matory effects in the anti-hypertrophy function of C3G.

Materials and methods

Establishment of transverse aortic 
constriction model

Eight-week-old male Sprague Dawley  rats (approximate 
weight: 200 g) were bought from Huafukang Bioscience 
Co. Inc. (Beijing, China) and housed at 22°C with free ac-
cess to food and water under a 12:12 h light–dark cycle. 
The Ganzhou People’s Hospital Ethics Committee ap-
proved the animal experiments (approval No. 2020AN077). 
The study was performed following the ARRIVE (Animal 
Research: Reporting of In Vivo Experiments) recommen-
dations for animal studies. All animal experiments were 
carried out following the ethical standards of the 1964 
Declaration of Helsinki and its later amendments.

For all rats in the TAC and treatment groups, surgery 
was carried out to induce cardiac hypertrophy. Briefly, 
a 27-gauge needle was positioned next to the aorta be-
tween the right and left carotid arteries. After placing 
the ligature, the needle was removed, resulting in a liga-
tion of 60–75% of the vessel diameter. To assess the effects 
of C3G on the progression of cardiac hypertrophy, 30 rats 
were randomly divided into 5 groups. The sham group was 
subjected to TAC surgery without constriction of the aorta 
and then administered normal saline (1 mL/day) via gavage 
for 8 weeks. In the TAC group, rats were subjected to TAC 
surgery and then gavaged with normal saline (1 mL/day) for 
8 weeks. In the TAC+L group, rats were subjected to TAC 
surgery and then gavaged with 50 mg/kg body weight 
of C3G for 8 weeks.21 Finally, the TAC+H group rats were 
subjected to TAC surgery and then administered C3G 
(100 mg/kg body weight) via gavage for 8 weeks.21

Cardiac function measurement

Upon completion of the experiment, the cardiac function 
of rats in different groups was assessed based on left ven-
tricular end-systolic pressure (LVESP) and left ventricular 
end-diastolic pressure (LVEDP) while the rats were awake 
using a noninvasive blood pressure system (XBP 1000; 
Kent Scientific, Torrington, USA). The factional short-
ening of rats was measured using a Philips SON05500 
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system (Philips Ultrasound, Bothell, USA). Thereafter, car-
diac tissues were obtained after the rats were euthanized 
with an overdose of pentobarbital sodium (200 mg/kg). 
The ratio of heart weight to body weight was measured. 
The cardiac tissues were transected, fixed with 10% neutral 
formalin, and preserved at –80°C for subsequent assays.

Masson staining

To evaluate collagen deposition, tissues were extracted 
from the ventricles and exposed to Masson’s trichrome 
analysis. Briefly, the sections were dehydrated using differ-
ent concentrations of alcohol and embedded in paraffin. 
Three distinct dyes were used to distinguish between cells 
and the extracellular matrix. Tissues were incubated with 
hematoxylin solution for 6 min, ponceau and acid fuchsin 
solution for 1 min and phosphomolybdic acid solution 
for 5 min. Then, the tissues were re-stained with aniline 
blue solution for 5 min. The fibrotic area was determined 
using images obtained with a microscope (BX53; Olym-
pus Corp., Tokio, Japan) at ×200 magnification. With this 
staining, collagens stain blue and muscle fibers stain red.

Detection of cytokine production

The  levels of  cytokines, including interleukin (IL)-6 
(H007; Nanjing Jiancheng Bioengineering Institute, Nan-
jing, China), IL-1β (H002; Nanjing Jiancheng Bioengi-
neering Institute) and TNF-α (H052; Nanjing Jiancheng 
Bioengineering Institute) were measured using the cor-
responding enzyme-linked immunosorbent assay (ELISA) 
kits following the manufacturer’s instructions. Tissues 
or cells were homogenized, and 20 μL of the sample was 
incubated with 80 μL of a particular detecting solution 
at 37°C for 2 h. Thereafter, the supernatant was removed, 
and the mixture was incubated with 100 μL of horseradish 
peroxidase (HRP)-labeled streptavidin at 37°C for another 
45 min. The cytokine levels were measured using the opti-
cal density (OD) values at 450 nm and 570 nm.

Western blotting

Myocardial tissues or  neonatal rat cardiomyocytes 
(NRCMs) were homogenized using a lysis buffer to collect 
the total proteins. The protein concentration was deter-
mined using a bicinchoninic acid (BCA) protein concentra-
tion detection kit (ST506; Beyotime Biotechnology, Shang-
hai, China) according to the manufacturer’s instructions. 
Equal quantities of protein (40 μg) were separated using 
sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(SDS-PAGE) and then transferred to polyvinylidene difluo-
ride (PVDF) membranes. Then, the membranes were in-
cubated with primary antibodies (Supplementary Table 1) 
at 4°C overnight. Subsequently, secondary goat-anti-rabbit 
IgG-HRP antibodies (1:5000) (A0208; Beyotime Technol-
ogy) were added to the membranes. The membranes were 

incubated at 37°C for 45 min. Following the visualization 
of protein bands using the BeyoECL Plus reagent (Beyotime 
Technology), the integral OD of the bands was recorded 
using the Gel-Pro-Analyzer (Media Cybernetics, Silver 
Spring, USA). The relative expression levels of the proteins 
were calculated with reference to the control group.

Preparation of neonatal rat cardiac 
myocytes and grouping

Neonatal Sprague Dawley  rats (1–3 days old) were eu-
thanized using pentobarbital sodium. The primary cul-
ture of NRCMs was performed according to the previously 
published method.22 The cells were seeded at a density 
of 5 × 106 cells/mL in Dulbecco’s modified Eagle’s me-
dium (DMEM) supplemented with 10% fetal bovine serum 
(FBS) and 0.1 mM 5-bromodeoxyuridine. To determine 
the role of CTRP3 in the anti-hypertrophy effect of C3G, 
NRCMs were classified into 4 groups. These included 
the control group, with normal NRCMs, the Ang II group, 
in which NRCMs were incubated with Ang II (1 μmol/L) 
for 48 h to induce hypertrophy, the Ang II + C3G group, 
in which NRCMs were pre-treated with 20 μM C3G 30 min 
before Ang II administration, and the Ang II + C3G + 
siRNA group, in which NRCMs were transfected with 
CTRP3 siRNA (Guangzhou RiboBio Company, Guang-
zhou, China) for 48 h before C3G and Ang II treatments.

Cell viability and surface area 
measurement

Following the Ang II administration, the supernatant 
of cultures was discarded. The NRCMs were incubated 
with the DMEM medium containing 10 μL Cell Count-
ing Kit-8 (CCK-8) (HY-K0301, MedChem Express (MCE), 
USA) at 37°C for 1 h. The OD 450 value was detected us-
ing a microplate reader (ELX-800; BioTek, Santa Clara, 
USA) and used to indicate the cell viability. To investigate 
the development of hypertrophy, the cell surface area was 
evaluated under a microscope (BX53; Olympus Corp.) 
at a magnification of ×400.

Statistical analyses

Data are expressed as  mean  ±  standard deviation 
(M ±SD). One-way analysis of variance (ANOVA) and 
post-hoc Tukey’s test were performed. The  normality 
and homogeneity of variance of different datasets were 
assessed with the Shapiro test and Levene’s test, respec-
tively, and the detailed results are shown in Supplemen-
tary Tables 2–19. Based on these analyses, all data met 
the normality and homogeneity of variance prerequisite for 
ANOVA. The significance level was set at <0.05 (two-tailed 
p-value). GraphPad Prism v. 6.0 (GraphPad Software, Inc., 
San Diego, USA) was used to perform statistical analyses 
and present histograms.
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Results

C3G reduced the heart weight and 
improved the cardiac structure in TAC rats

The TAC method was used to induce hypertrophic car-
diac symptoms. The successful establishment of the model 
was verified based on the increased values of LVEDP and 
reduced values of the LVESP and fractional shortening 
(FS) (Supplementary Fig. 1, Supplementary Table 1), which 
represented the characteristic features of hypertrophic 
hearts. Moreover, compared to the control and healthy 
groups, the TAC surgery significantly increased the ratio 
of heart weight to body weight (Fig. 1A, Table 1), con-
firming the hyperplasia of cardiac tissues. Furthermore, 
the changes in cardiac function and weight were related 
to the progression of fibrosis in heart tissues, where col-
lagens were stained blue and muscle fibers were stained 
red (Fig. 1B). The collagen level was significantly higher 
in the heart tissues of the TAC group than in the con-
trol and sham groups. For rats administered with differ-
ent doses of C3G, the heart weight to body weight ratio, 
as well as collagen deposition, was reduced (Fig. 1, Table 1). 
However, C3G treatment did not affect the hemodynamic 
parameters, irrespective of the dose used (Supplementary 
Fig. 1, Supplementary Table 20).

C3G inhibited the inflammatory response 
in TAC rats

The development of cardiac hypertrophy was signifi-
cantly correlated with the inflammatory response, as evi-
denced by the increased production of IL-6, IL-1β and 
TNF-α (Fig. 2, Table 2). Moreover, the levels of cytokines 
were decreased after C3G treatment. Additionally, C3G 
had a dose-dependent effect on cytokine levels; treatment 
with 100 mg/kg body weight was associated with a higher 
anti-inflammatory effect than treatment with 50 mg/kg 
body weight (Fig. 2, Table 2).

C3G activated the CTRP3/AMPK pathway 
in TAC rats

The activity of  the CTRP3/AMPK pathway was de-
tected in  rats with cardiac hypertrophy. The  CTRP3 

and p-AMPK/AMPK ratio levels in cardiac tissues were 
significantly lower after the TAC operation compared 
to the sham group (Fig. 3, Table 3). The changes in CTRP3/
AMPK activity were restored by C3G administration. 

Fig. 1. Effects of  cyanidin-3-O-glucoside (C3G) on heart weight and 
fibrosis in  transverse aortic constriction (TAC) rats. Rats were subjected 
to TAC surgery to induce hypertrophy and then administered 2 doses 
of C3G (50 and 100 mg/kg body weight). A. Analysis results of heart/
body ratio: C3G administrations decreased heart/body ratio; B. Masson 
staining of the collagen deposition: C3G administrations attenuated 
deposition of collagens; **p < 0.01 compared with the sham group; 
##p < 0.01 compared with the TAC group. In the sham group, rats were 
subjected to TAC surgery without constriction of the aorta and then 
gavaged with normal saline (1 mL/day) for 8 weeks. In the TAC group, 
rats were subjected to TAC surgery and then gavaged with normal 
saline (1 mL/day) for 8 weeks. In the TAC+L group, rats were subjected 
to TAC surgery and then gavaged with 50 mg/kg body weight of C3G for 
8 weeks. In the TAC+H group, rats were subjected to TAC surgery and then 
gavaged with 100 mg/kg body weight of C3G for 8 weeks

Table 1. Effects of C3G on heart/body ratio

Group Mean SD
ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value TAC TAC+L TAC+H

Sham 3.02 0.20 – – <0.0001, 8.02 0.4365, 2.17 0.8774, 1.06

TAC 4.28 0.64 – – – 0.0027, 5.85 0.0004, 6.97

TAC+L 3.36 0.22 – – – – 0.8585, 1.12

TAC+H 3.19 0.30 <0.0001 12.84 – – –

C3G – cyanidin-3-O-glucoside; ANOVA – analysis of variance; TAC – transverse aortic constriction; L – low concentration; H – high concentration; 
SD – standard deviation; GLM – General Linear Model.
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Fig. 2. Effects of  cyanidin-3-O-glucoside (C3G) on cytokine production in myocardial tissues of transverse aortic constriction (TAC) rats. Rats were subjected to TAC 
surgery to induce hypertrophy and then administered 2 doses of C3G (50 and 100 mg/kg body weight). A. Analysis results of  enzyme-linked immunosorbent 
assay (ELISA) detection of interleukin (IL)-6: C3G administrations decreased IL-6 level; B. Analysis results of ELISA detection of IL-1β: C3G administrations decreased 
IL-1β level; C. Analysis results of ELISA detection of tumor necrosis factor alpha (TNF-α): C3G administrations decreased TNF-α level; **p < 0.01 compared with 
the sham group; ##p < 0.01 compared with the TAC group; &&p < 0.01 compared with the TAC+L group . In the sham group, rats were subjected to TAC surgery 
without constriction of the aorta and then gavaged with normal saline (1 mL/day) for 8 weeks. In the TAC group, rats were subjected to TAC surgery and then 
gavaged with normal saline (1 mL/day) for 8 weeks. In the TAC+L group, rats were subjected to TAC surgery and then gavaged with 50 mg/kg body weight of C3G 
for 8 weeks. In the TAC+H group, rats were subjected to TAC surgery and then gavaged with 100 mg/kg body weight of C3G for 8 weeks

Table 2. Effects of C3G on the production of cytokines in myocardial tissues

Parameter Group Mean
[pg/mL] SD

ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value TAC TAC+L TAC+H

IL-6

sham 30.6 2.2 – – <0.0001, 31.54 <0.0001, 16.90 <0.0001, 8.49

TAC 207.8 22.5 – – – <0.0001, 14.64 <0.0001, 23.05

TAC+L 125.6 9.5 – – – – <0.0001, 8.411

TAC+H 78.3 12.4 <0.0001 180.7 – – –

IL-1β

sham 34.6 4.7 – – <0.0001, 24.44 <0.0001, 9.678 0.0089, 5.409

TAC 410.8 70.8 – – – <0.0001, 14.77 <0.0001, 19.84

TAC+L 183.6 20.6 – – – – 0.0092, 5.07

TAC+H 105.5 14.7 <0.0001 112.5 – – –

TNF-α

sham 79.4 6.2 – – <0.0001, 30.99 <0.0001, 15.26 0.0895, 3.54

TAC 607.3 66.1 – – – <0.0001, 15.73 <0.0001, 27.45

TAC+L 339.3 48.7 – – – – <0.0001, 11.71

TAC+H 139.8 13.7 <0.0001 195.3 – – –

C3G – cyanidin-3-O-glucoside; IL – interleukin; TNF-α – tumor necrosis factor alpha; TAC – transverse aortic constriction; L – low concentration; H – high 
concentration; SD – standard deviation; GLM – General Linear Model.

Table 3. Effects of C3G on the expressions of proteins in CTRP3/AMPK pathway in myocardial tissues

Parameter Group Mean
(IOD) SD

ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value TAC TAC+L TAC+H

CTRP3

sham 3148 38.5 – – <0.0001, 17.11 0.0003, 10.51 0.0082, 6.42

TAC 1342 190.2 – – – 0.0082, 6.59 0.0070, 10.39

TAC+L 2038 227.8 – – – – 0.0773, 4.09

TAC+H 2470 210.0 <0.0001 51.58 – – –

AMPK

sham 2819 115.8 – – 0.0013, 8.668 0.0032, 7.49 0.0364, 4.85

TAC 1729 106.6 – – – 0.8371, 1.18 0.1015, 3.82

TAC+L 1676 78.1 – – – – 0.3128, 2.64

TAC+H 2134 87.5 0.0013 14.81 – – –

p-AMPK

sham 4018 161.0 – – <0.0001, 50.61 <0.0001, 48.97 <0.0001, 33.72

TAC 1618 20.1 – – – 0.6656, 1.64 <0.0001, 16.89

TAC+L 1696 22.3 – – – – <0.0001, 15.25

TAC+H 2419 13.8 <0.0001 551.5 – – –

C3G – cyanidin-3-O-glucoside; IOD – integrated optical density; TAC – transverse aortic constriction; L – low concentration; H – high concentration; 
SD – standard deviation; GLM – General Linear Model.
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Moreover, the  levels of  CTRP3 and p-AMPK/AMPK 
ratio were higher in  the  treatment groups compared 
to  the  TAC group (Fig. 3, Table 3) Finally, the  effect 
on the CTRP3/AMPK pathway was exerted in a dose-
dependent manner.

C3G exerted anti-hypertrophy effects 
in NRCMs that were mediated  
via CTRP3 activation

To explore the mechanistic role of the CRTP3/AMPK 
axis in the anti-hypertrophy effects of C3G, the expression 

of  CTRP3 in  NRCMs was attenuated using siRNA 
(Fig. 4A, Table 4). Then, Ang II and C3G were adminis-
tered in CTRP3-knockdown NRCMs. When compared 
to NRCMs transfected with NC siRNA, CTRP3 knock-
down reduced the p-AMPK/AMPK ratio (Fig. 4A, Table 4) 
and the anti-hypertrophy effects of C3G were attenuated 
by alterations in CTPR3/AMPK pathway activity. Angio-
tensin II increased the proliferation potential and cell sur-
face area (Fig. 4B,C; Table 5,6), as well as cytokine produc-
tion in NRCMs, representing enhanced fibrosis (Fig. 4D–F, 
Table 7). In NRCMs co-treated with both Ang II and C3G, 
the proliferation potential and cytokine levels of NRCMs 

Fig. 3. Effects of  cyanidin-3-O-glucoside (C3G) on the CTRP3/AMPK pathway in myocardial tissues in transverse aortic constriction (TAC) rats. Rats were 
subjected to TAC surgery to induce hypertrophy and then administered 2 doses of C3G (50 and 100 mg/kg body weight). Analysis results and images 
of western blotting detection of CTRP3, p-AMPK and AMPK levels: C3G administrations increased CTRP3 and p-AMPK levels; *p < 0.01 compared with 
the sham group; **p < 0.01 compared with the sham group; ##p < 0.01 compared with the TAC group; &&p < 0.01 compared with the TAC+L group. 
In the sham group, rats were subjected to TAC surgery without constriction of the aorta and then gavaged with normal saline (1 mL/day) for 8 weeks. 
In the TAC group, rats were subjected to TAC surgery and then gavaged with normal saline (1 mL/day) for 8 weeks. In the TAC+L group, rats were subjected 
to TAC surgery and then gavaged with 50 mg/kg body weight of C3G for 8 weeks. In the TAC+H group, rats were subjected to TAC surgery and then 
gavaged with 100 mg/kg body weight of C3G for 8 weeks

Table 4. Effects of C3G on the expressions of proteins in CTRP3/AMPK pathway in NRCMs

Parameter Group Mean
(IOD) SD

ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value Ang II Ang II+C3G Ang II+C3G+siRNA

CTRP3

control 4148 38.5 – – <0.0001, 81.61 <0.0001, 40.00 <0.0001, 57.35

Ang II 1476 41.9 – – – <0.0001, 41.62 <0.0001, 24.26

Ang II+C3G 2838 37.5 – – – – <0.0001, 17.35

Ang II+C3G+siRNA 2270 90.6 <0.0001 1181 – – –

AMPK

control 3880 100.0 – – <0.0001, 20.92 <0.0001, 13.06 <0.0001, 26.67

Ang II 2677 121.9 – – – 0.0024, 7.86 0.0152, 5.95

Ang II+C3G 3129 40.4 – – – – <0.0001, 13.61

Ang II+C3G+siRNA 2346 115.0 <0.0001 133.3 – – –

p-AMPK

control 3106 85.4 – – 0.0020, 8.09 0.0481, 4.57 0.9940, 0.36

Ang II 2484 87.3 – – – <0.0001, 12.66 0.0015, 8.45

Ang II+C3G 3457 219.1 – – – – 0.0686, 4.21

Ang II+C3G+siRNA 3133 86.7 0.0001 28.0 – – –

ANOVA – analysis of variance; NRCMs – neonatal rat cardiac myocytes; Ang II – angiotensin II; C3G – cyanidin-3-O-glucoside; IOD – integrated optical 
density; GLM – General Linear Model.
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were suppressed, further confirming the anti-fibrotic ef-
fects of C3G. Finally, the cell viability and cytokine levels 
in NRCMs were increased by CTRP3 inhibition, suggest-
ing that C3G exerted anti-hypertrophy effects through 
CTRP3 activation.

Discussion

In this study, we demonstrated that long-term ingestion 
of C3G can reduce cardiac hypertrophy by delaying the fi-
brotic process and reducing inflammatory responses both 

Fig. 4. Effects of CTRP3 inhibition on the anti-hypertrophy function of  cyanidin-3-O-glucoside (C3G) in neonatal rat cardiac myocytes (NRCMs). NRCMs with 
CRTP3 inhibition were subjected to angiotensin II (Ang II) and C3G treatments. A. Analysis results and images of western blotting detection of CTRP3, p-AMPK 
and AMPK levels: inhibition of CTRP3 restored the level of p-AMPK even under C3G treatment; B. Analysis results of Cell Counting Kit-8 (CCK-8) detection 
of cell viability: inhibition of CTRP3 restored the viability of NRCMs even under C3G treatment; C. Analysis results of cell surface: inhibition of CTRP3 restored 
the surface area of NRCMs even under C3G treatment; D. Analysis results of enzyme-linked immunosorbent assay (ELISA) detection of interleukin (IL)-6: 
inhibition of CTRP3 restored IL-6 in NRCMs even under C3G treatment; E. Analysis results of ELISA detection of IL-1β: inhibition of CTRP3 restored IL-1β in NRCMs 
even under C3G treatment; F. Analysis results of ELISA detection of  tumor necrosis factor alpha (TNF-α): inhibition of CTRP3 restored TNF-α in NRCMs even 
under C3G treatment; *p < 0.05 compared with the control group; **p < 0.01 compared with the control group; ##p < 0.01 compared with the Ang II group; 
&p < 0.05 compared with the Ang II + C3G group; &&p < 0.01 compared with the Ang II + C3G group. Control group, normal NRCMs; Ang II group, in which 
NRCMs were incubated with Ang II (1 μmol/L) for 48 h to induce hypertrophy; Ang II + C3G group, in which NRCMs were pre-treated with 20 μM C3G 30 min 
before Ang II administration; Ang II + C3G + siRNA group, in which NRCMs were transfected with CTRP3 siRNA for 48 h before C3G and Ang II treatments
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in vivo and in vitro. The anti-hypertrophy effects of C3G 
were attenuated by inhibiting the CTRP3/AMPK pathway 
because these effects are linked to CTRP3/AMPK pathway 
activation. The study results support the anti-hypertrophy 
effects of C3G, which are also supported by the findings 
of Aloud et al.4 Moreover, the study provided an alter-
nate explanation of the protective benefits of C3G against 
cardiac hypertrophy, which has long been overlooked. 
The establishment of the  link between the anti-hyper-
trophy effects of C3G and the function of the CTRP3/
AMPK axis forms the basis for the future development 
of adjuvant therapies and food items, based on the posi-
tive effects of C3G on improving cardiac hypertrophy. 

The mechanistic role of CTRP3/AMPK to drive the ef-
fects of C3G also explains the other biological activities 
of C3G and other anthocyanins. However, further studies 
are needed to explore this role.

Anthocyanins are a  common class of  water-soluble 
pigments that are characterized by their antioxidant,23 
anti-inflammatory,24 neuroprotective,25 and anti-diabetic 
properties.26 With regard to the effects on the cardiovas-
cular system, Liu et al. demonstrated that anthocyanin 
(C3G) protects against diabetes-related endothelial cell 
dysfunction by increasing adiponectin secretion.27 Fur-
thermore, Wang et al. demonstrated that C3G attenuates 
inflammation and apoptosis associated with endothelial 

Table 5. Effects of C3G on the cell viability in NRCMs

Group Mean 
(OD450) SD

ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value Ang II Ang II+C3G Ang II+C3G+siRNA

Control 0.572 0.05 – – 0.0002, 11.51 0.1481, 3.43 0.0026, 7.76

Ang II 0.878 0.03 – – – 0.0020, 8.077 0.1087, 3.75

Ang II+C3G 0.663 0.06 – – – – 0.0111, 5.327

Ang II+C3G+siRNA 0.778 0.03 0.0002 25.22 – – –

ANOVA – analysis of variance; NRCMs – neonatal rat cardiac myocytes; Ang II – angiotensin II; C3G – cyanidin-3-O-glucoside; SD – standard deviation; 
GLM – General Linear Model.

Table 6. Effects of C3G on the cell surface area in NRCMs

Group Mean
[μm2] SD

ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value Ang II Ang II+C3G Ang II+C3G+siRNA

Control 4803 613 – – 0.0002, 11.11 0.3433, 2.53 <0.0001, 12.47

Ang II 9105 752 – – – 0.0014, 8.58 0.7763, 1.35

Ang II+C3G 5783 816 – – – – 0.0005, 9.93

Ang II+C3G+siRNA 9629 434 <0.0001 38.29 – – –

ANOVA – analysis of variance; NRCMs – neonatal rat cardiac myocytes; Ang II – angiotensin II; C3G – cyanidin-3-O-glucoside; SD – standard deviation; 
GLM – General Linear Model.

Table 7. Effects of C3G on the production of cytokines in NRCMs

Parameter Group Mean
[pg/mL] SD

ANOVA with GLM Tukey’s test (p-value, q value)

p-value F value Ang II Ang II+C3G Ang II+C3G+siRNA

IL-6

control 80.0 8.3 – – <0.0001, 40.38 0.0145, 5.80 <0.0001, 29.73

Ang II 227.8 4.2 – – – <0.0001, 34.58 0.0003, 10.65

Ang II+C3G 101.3 6.1 – – – – <0.0001, 23.93

Ang II+C3G+siRNA 188.8 6.1 <0.0001 369.2 – – –

IL-1β

control 30.7 4.8 – – <0.0001, 21.08 0.0004, 10.20 <0.0001, 19.63

Ang II 84.4 5.3 – – – 0.0003, 10.88 0.7403, 1.45

Ang II+C3G 56.7 5.0 – – – – 0.0007, 9.43

Ang II+C3G+siRNA 80.7 1.2 <0.0001 95.24 – – –

TNF-α

control 44.0 1.0 – – <0.0001, 20.46 0.0278, 5.125 <0.0001, 16.32

Ang II 161.1 16.4 – – – <0.0001, 15.33 0.0736, 4.142

Ang II+C3G 73.3 9.7 – – – – 0.0002, 11.19

Ang II+C3G+siRNA 137.4 5.5 <0.0001 90.72 – – –

ANOVA – analysis of variance; IL – interleukin; TNF-α – tumor necrosis factor alpha; NRCMs – neonatal rat cardiac myocytes; Ang II – angiotensin II; 
C3G – cyanidin-3-O-glucoside; GLM – General Linear Model.
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cell dysfunction by  inhibiting the  miR-204-5p/SIRT1 
pathway.21 Additionally, anthocyanins, such as  C3G, 
have shown cardioprotective properties. Aloud et  al. 
demonstrated that C3G can prevent hypertensive rats 
from developing maladaptive ventricular hypertrophy.4 
By administering C3G to Ang II-treated NRCMs and TAC 
rats, our study further confirmed its anti-hypertrophy 
effect. We demonstrated that C3G administration re-
duced inflammation and fibrosis, which are manifesta-
tions of cardiac hypertrophy. For the attenuation of other 
symptoms, such as cytokine production in myocardial 
tissues, the protective effects of C3G showed a dose-
dependent effect. However, C3G had only a minor effect 
on hemodynamic parameters. Although our study used 
a prolonged treatment course and a high C3G treatment 
dose (up to 100 mg/kg), it is possible that the dose or du-
ration of C3G treatment was insufficient to normalize 
the hemodynamic parameters. Additionally, because C3G 
is an active compound widely distributed in fruits, its 
effects may not be strong enough to induce significant 
functional changes in the heart, and this should be the fo-
cus of future investigations.

The results of the present and previous studies suggest 
that the anti-hypertrophy effects of C3G are closely re-
lated to its anti-inflammatory properties. In hypertrophic 
cardiac tissues, macrophage infiltration and inflamma-
tory cytokine production are common.28,29 Thus, anti-
inflammatory medications can successfully reduce car-
diac hypertrophy. For instance, astragaloside IV reduces 
the inflammatory response produced by the TLR4/NF-кB 
signaling pathway, which in turn reduces the myocardial 
hypertrophy caused by isoproterenol.30 Yu et al. demon-
strated that miR-143-3p inhibition ameliorates myocardial 
hypertrophy by inhibiting the inflammatory response.31 
As a well-characterized anti-inflammatory agent, antho-
cyanins, such as C3G, have positive effects on a variety 
of tissues, including the liver, gut and eyes. Our results 
support the previous findings that suggest that C3G can 
reduce inflammation in the heart.

Furthermore, the current study evaluated the alterations 
in the activity of the CTRP3/AMPK pathway to further 
explore whether the anti-inflammatory effects of C3G 
contribute to  its anti-hypertrophy effect. The  CTRP3 
is a member of the CTRP family and is abundantly ex-
pressed in adipose tissue, heart and liver.32 The CTRP3 
can inhibit the inflammatory responses via several dif-
ferent mechanisms.33,34 In the current study, we focused 
on changes in the CTRP3/AMPK pathway. The activation 
of the AMPK signaling transduction by CTRP3 can reduce 
cardiac dysfunction, inflammation, oxidative stress, and 
cell death in rats with diabetic cardiomyopathy.18 There-
fore, establishing the connection between C3G and CTRP3/
AMPK may provide a preliminary explanation for the com-
pound’s anti-hypertrophy properties. Transverse aortic 
constriction and Ang II treatment reduced the CTRP3 
level and p-AMPK/AMPK ratio, whereas C3G restored 

these levels both in vivo and in vitro, linking the reduction 
of hypertrophic symptoms to CTRP3/AMPK activation. 
Further evidence that the anti-hypertrophy effects of C3G 
are medicated by the activation of the CTRP3-mediated 
pathway was provided by  the  finding that inhibition 
of CTRP3 counteracted the function of C3G in NRCMs. 
As a result, the proliferation and inflammatory response 
were restored even under C3G treatment, which exacer-
bated the myocardial hypertrophy.

Limitations

The current study had certain limitations. First, the data 
only provided a preliminary explanation regarding the po-
tential protective effects of anthocyanins against cardiac 
diseases. Second, the effects of C3G against cardiac hyper-
trophy were assessed using only a few assays, and a com-
prehensive analysis of the anti-hypertrophy effects was 
not performed. Thus, further studies are needed to inves-
tigate the potential effects of C3G and other anthocyanins 
against cardiac diseases.

Supplementary data

The supplementary materials are available at https://
doi.org/10.5281/zenodo.8385561. The package contains 
the following files:

Supplementary Fig. 1. Effects of C3G on hemodynam-
ics parameters in TAC rats. Rats were subjected to TAC 
surgery to  induce hypertrophy, and then handled with 
C3G of 2 doses. A. Analysis results of LVEDP; B. Analysis 
results of LVESP; C. Analysis results of FS. “**” p < 0.01 
compared to sham group.

Supplementary Table 1. Antibody information.
Supplementary Table 2. Results of Shapiro test and Lev-

ene’s test of heart/body ratio.
Supplementary Table 3. Results of Shapiro test and Lev-

ene’s test of LVEDP.
Supplementary Table 4. Results of Shapiro test and Lev-

ene’s test of LVESP.
Supplementary Table 5. Results of Shapiro test and Lev-

ene’s test of FS.
Supplementary Table 6. Results of Shapiro test and Lev-

ene’s test of IL-6 level in myocardial tissues.
Supplementary Table 7. Results of Shapiro test and Lev-

ene’s test of IL-1β level in myocardial tissues.
Supplementary Table 8. Results of Shapiro test and Lev-

ene’s test of TNF-α level in myocardial tissues.
Supplementary Table 9. Results of Shapiro test and Lev-

ene’s test of CTRP3 level in myocardial tissues.
Supplementary Table 10. Results of Shapiro test and Lev-

ene’s test of p-AMPK level in myocardial tissues.
Supplementary Table 11. Results of Shapiro test and Lev-

ene’s test of AMPK level in myocardial tissues.
Supplementary Table 12. Results of Shapiro test and 

Levene’s test of CTPR3 level in cells.

https://doi.org/10.5281/zenodo.8385561
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Supplementary Table 13. Results of Shapiro test and Lev-
ene’s test of p-AMPK level in cells.

Supplementary Table 14. Results of Shapiro test and Lev-
ene’s test of AMPK level in cells.

Supplementary Table 15. Results of Shapiro test and Lev-
ene’s test of cell viability.

Supplementary Table 16. Results of Shapiro test and Lev-
ene’s test of cell area.

Supplementary Table 17. Results of Shapiro test and Lev-
ene’s test of IL-6 in cells.

Supplementary Table 18. Results of Shapiro test and Lev-
ene’s test of IL-1β in cells.

Supplementary Table 19. Results of Shapiro test and Lev-
ene’s test of TNF-α in cells.

Supplementary Table 20. Effects of C3G on hemodynam-
ics parameters.

Conclusions

Our results support the hypothesis that C3G possesses 
anti-hypertrophy properties and could inhibit fibrosis and 
inflammation both in vitro and in vivo. This effect de-
pends on the activation of the CTRP3/AMPK pathway. Our 
results add to the existing knowledge regarding the use 
of anthocyanins in functional diets or as an adjunctive 
treatment to reduce cardiac hypertrophy.
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Abstract
Background. Glioblastoma (GBM) is the most common cause of primary brain malignancy. Recently, 
many immune-related long noncoding ribonucleic acids (ir-lncRNAs) are indicated to be closely related 
to the regulation of the immune microenvironment and immune cell infiltration of GBM.

Objectives. Through the joint analysis of multiple public databases, key ir-lncRNAs in GBM were screened. 
The ir-lncRNAs were used to construct risk-scoring models and promote the development of novel GBM 
biomarkers.

Materials and methods. In this study, we performed a three-way Venn analysis combined with a least 
absolute shrinkage and selection operator (LASSO) regression analysis on all lncRNAs in The Cancer Genome 
Atlas (TCGA), the Chinese Glioma Genome Atlas (CGGA) and Imm-Lnc datasets, and identified 10 ir-lncRNAs. 
Multivariate Cox analysis was used to calculate the coefficient and construct a risk-scoring model.

Results. By plotting calibration curves and receiver operating characteristic (ROC) curves, the model showed 
excellent prediction results. Based on the Tumor Immune Estimation Resource (TIMER) database, the cor-
relation analysis showed that 10 ir-lncRNAs risk scores were related to immune cell infiltration. The enrich-
ment  analysis was subsequently performed, which showed that these ir-lncRNAs played an important role 
in the progression of GBM. Among the 10 lncRNAs, we found that AL354993.1 was highly expressed in GBM, 
had not been reported, and was shown to be closely related to GBM progression.

Conclusions. In conclusion, the 10 ir-lncRNAs have the potential to predict the prognosis of GBM patients 
and may play a vital role in the progression of the disease.

Key words: immunity, lncRNA, prognostic model, glioblastoma, gene function enrichment analysis
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Background

The most aggressive primary brain malignancy origi-
nates from oligodendrocyte or astrocyte precursor cells 
and is known as glioblastoma (GBM). Although accurate 
surgical resection, radiation and adjuvant chemotherapy are 
now the conventional treatments for GBM, the prognosis 
is still poor, and the median survival is just 8–15 months.1 
Immunomodulatory therapy is a new and effective treat-
ment option.2 The stemness features of GBM are strictly 
connected to immune infiltration,3 meaning neoadjuvant 
anti-programmed cell death protein 1 (PD-1) checkpoint 
blocking immunotherapy might improve the prognosis 
of properly selected GBM patients.4 However, GBM often 
exhibits severe local immunosuppression, which limits 
the efficacy of immunotherapy strategies.5 To further ex-
plain the mechanisms of immune regulation in GBM and 
offer a theoretical basis for GBM immunological treatment, 
we evaluated effective immune-related prognostic factors 
and constructed a prognostic model for GBM patients.

Long noncoding ribonucleic acids (lncRNAs) are a group 
of transcripts with a length of more than 200 nt that primar-
ily function as regulators rather than protein-coding genes.6 
The lncRNAs perform their biological functions in a variety 
of ways, including alternative splicing, transcription regula-
tion, messenger RNA (mRNA) stability maintenance, chro-
matin modification, functional micropeptides, and interac-
tion with proteins or small RNAs.7–9 The lncRNAs are also 
crucial for GBM progression. The lncRNA HNF1A-AS1 was 
shown to drive GBM progression through the microRNA 
(miR)-22-3p/alpha-enolase 1 (ENO1) axis.10 Indeed, lncRNA 
miR155HG has been shown to promote GBM progression 
by upregulating annexin A2 (ANXA2) as a competing en-
dogenous RNA (ceRNA) of the tumor suppressor miR-185.11

Immune-related lncRNAs (ir-lncRNAs) are involved 
in regulating the GBM immune microenvironment and 
have unique prognostic value. According to reports, lncRNA 
AC003092.1 is connected to the immunosuppressive en-
vironment in GBM.12 Moreover, maternally expressed 3 
(MEG3) levels are negatively associated with dendritic cell 
infiltration and positively correlated with infiltrating CD8+ 
T cells. The survival of GBM patients was also significantly 
correlated with the degree of MEG3 variation in copies.13 
The heat shock protein family A member 7 (HSPA7) lncRNA 
was found to promote macrophage recruitment to the GBM 
tumor microenvironment and had a great prognostic value.14 
However, few investigations have established prognostic 
models based on the identification of ir-lncRNAs in GBM.

Objectives

The ir-lncRNAs obtained from the Chinese Glioma Ge-
nome Atlas (CGGA; http://www.cgga.org.cn/) and The Can-
cer Genome Atlas (TCGA; https://www.cancer.gov/ccg/re-
search/genome-sequencing/tcga) were examined. The clinical 

prognostic model of GBM was developed after the least ab-
solute shrinkage and selection operator (LASSO) algorithm 
identified the most critical lncRNAs. Additionally, the un-
derlying pathway of ir-lncRNAs in GBM was investigated.

Materials and methods

Data and resources

Both TCGA-GBM (n = 166) and CGGA cohorts (n = 140) 
were used as public transcriptome datasets in our analy-
sis.15 Any case with a survival information null value was 
eliminated. The UCSC Xena database was used to retrieve 
the clinical information and fragments per kilobase per 
million (FPKM) data for the TCGA-GBM cohort (https://
xenabrowser.net/). Transcripts per kilobase million (TPM) 
values were obtained from all FPKM data. The RNA-se-
quencing (RNA-seq) data of 140 specimens were retrieved 
from the CGGA data collection in addition to the clinical 
data for use as a validation set. The TCGA database pro-
vided gene mutation data (MAF files) for the TCGA-GBM 
group. The proportional hazards assumption test, linear-
ity assumption test and multicollinearity test assessed 
the TCGA and CGCA cohorts (Supplementary Fig. 1–3).

Detection of immune-related lncRNA 
prognostic signature

The ImmLnc database (http://bio-bigdata.hrbmu.edu.cn/
ImmReg/index.jsp) has collected 3115 GBM ir-lncRNAs.16 
By evaluating the intersection of lncRNAs among the TCGA, 
CGGA and ImmLNC datasets, we selected ir-lncRNAs. 
To prevent overfitting and examine the ideal ir-lncRNA 
signature for estimating the overall survival of GBM indi-
viduals, the LASSO was selected. The LASSO regression 
analysis was performed using the “glmnet” R program. Every 
sample’s risk score was determined from the formula: risk 
score = expression value of lncRNA 1 × coefficient + expres-
sion value of lncRNA 2 × coefficient + … + expression value 
of lncRNA n × coefficient. Then, depending on the middle 
threshold of the risk score, GBM patients were allocated 
into elevated- and reduced-risk cohorts. The “Survival” 
program of R software’s area under the curve (AUC) func-
tion was employed to verify the specificity and sensitivity 
of the immune-related signature.

Nomogram

To anticipate the 1-, 2- and 3-year survival rates, a no-
mogram was developed after the independent prognostic 
parameters were identified. Receiver operating characteris-
tic (ROC) curves were employed to assess the effectiveness 
of the model. Additionally, calibration plots were shown 
utilizing the rms tool to compare the model-predicted sur-
vival with the actual survival probability.

http://www.cgga.org.cn/
https://www.cancer.gov/ccg/research/genome-sequencing/tcga
https://www.cancer.gov/ccg/research/genome-sequencing/tcga
https://xenabrowser.net/
https://xenabrowser.net/
http://bio-bigdata.hrbmu.edu.cn/ImmReg/index.jsp
http://bio-bigdata.hrbmu.edu.cn/ImmReg/index.jsp
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Gene set enrichment analysis

Kyoto Encyclopedia of Genes and Genomes (KEGG; 
https://www.genome.jp/kegg/) and Gene Ontologygy (GO; 
https://geneontology.org/) mechanisms that positively re-
lated to elevated- or reduced-risk scores were investigated 
using gene set enrichment analysis (GSEA; https://www.
gsea-msigdb.org/gsea/index.jsp). Molecular Signatures Da-
tabase gene sets were obtained. Typically, 1000 permuta-
tions were used in the analysis, and pathways with a false 
discovery rate (FDR) of less than 0.25 were detected.

Estimation of cancer immune 
microenvironment

The  Tumor Immune Estimation Resource (TIMER) 
(timer.cistrome.org/) platform17 was employed to inves-
tigate the connections between risk score and immune 
infiltrates, such as B cells, CD8+ T cells, CD4+ T cells, 
macrophages, neutrophils, and dendritic cells, as demon-
strated by the purity-corrected partial Spearman approach. 
Depending on gene expression patterns, the Estimation 
of STromal and Immune Cells in MAlignant Tumor tis-
sues using Expression data (ESTIMATE) program evalu-
ated the stromal scores and immune scores.18 In addition, 
we utilized the tumor immune dysfunction and exclusion 
(TIDE algorithm; http://tide.dfci.harvard.edu/) to evaluate 
each participant’s potential reaction to immune check-
point inhibitor (ICI) treatment.19

Statistical analyses

The TCGA-GBM cohort contains 166 tumor samples 
from patients with GMB, while the CGGA cohort includes 
140 tumor samples from patients with GMB and normal 
tissue from 20 patients. For the TCGA-GBM cohort, we di-
vided patients into 2 groups based on the risk score: high-
risk group (n = 83) and low-risk group (n = 83). In addition, 
we used the TIDE algorithm to predict the responsiveness 
of patients in the TCGA-GBM cohort to immunotherapy, 
with 48 patients evaluated as responders and 120 evaluated 
as non-responders. According to isocitrate dehydrogenase 
1 (IDH1) mutation status, patients in the CGGA cohort 
were divided into 2 groups: wild-type (wt) group (n = 100) 
and mutant (mut) group (n = 40). Based on the co-deletion 
status of x1p19q, patients in the CGGA cohort were di-
vided into 2 groups: Non_codel group (n = 128) and codel 
group (n = 12). Additionally, patients in the CGGA cohort 
were divided into 2 groups based on the expression level 
of AL354993.1: low-expression group (n = 70) and high-
expression group (n = 70).

Continuous variables were tested for normality us-
ing Kolmogorov–Smirnov or Shapiro–Wilk tests. When 
the sample size was ≤50, the Shapiro–Wilk test was em-
ployed. Otherwise, the Kolmogorov–Smirnov test was 
used. The variables were considered to conform to a normal 

distribution when p > 0.05. When performing a difference 
analysis for 2 sets of variables, an F-test was used to evalu-
ate the homogeneity of variance between the 2 groups. 
The variance between the 2 variables was considered equal 
when p > 0.05. The results of the tests assessing the as-
sumptions are provided in Supplementary Tables.

When the variables conformed to a normal distribu-
tion and the  variance was equal, Student’s t-test was 
used to compare between-group differences. If at  least 
one of the assumptions was violated, the Mann–Whit-
ney U test was used to compare the differences between 
the groups. For Student’s t-test, we also calculated the test 
values and degrees of freedom (df). For the Mann–Whitney 
U test, we calculated the U and Z values. The χ2 or Fisher’s 
exact tests were used to compare the differences between 
the groups for categorical variables. When the total sam-
ple size was >40 and the minimum theoretical frequency 
was >5, the χ2 test was used. When the total sample size 
was >40 and 5>, and the minimum theoretical frequency 
was >1, the corrected χ2 test was used. If the total sam-
ple size was <40 or the minimum theoretical frequency 
was <1, Fisher’s exact test was used. The results of tests as-
sessing the differences between the groups are presented 
in tabular form and illustrated using box-and-whisker 
plots, which contain 5 lines representing the estimated 
maximum upper quartile (QU), median lower quartile 
(QL), and estimated minimum of the data from top to bot-
tom. Outliers were defined as a value greater than QU + 
1.5 × QR or less than QL – 1.5QR, where QR = QU – QL.

The Cox proportional hazards model was used to evaluate 
the impact of clinical parameters on patient survival time. 
In terms of parameter selection, we evaluated the clinical 
parameters common to both TCGA and CGGA cohorts, 
and age and gender were included in both. Therefore, we in-
cluded 3 parameters: patient age, gender and the risk score 
calculated using the Cox regression model. First, we per-
formed the proportional hazards assumption test on all 
3 parameters (Supplementary Fig. 1). When the Schoenfeld 
individual test p-value was less than 0.05, the proportional 
hazards assumption was considered valid. For the continu-
ous parameters, age and risk score, we performed a linearity 
assumption test (Supplementary Fig. 2) and a multicol-
linearity test (Supplementary Fig. 3). When the fitted curve 
was approximately linear, the linearity assumption was 
considered valid. When the p-value of the correlation was 
less than 0.05, these 2 parameters were considered to have 
no multicollinearity. For each Cox regression result, we cal-
culated Harrell’s compliance index as the goodness-of-fit.

The sample size is labeled in the figure legends. The Ka-
plan–Meier technique (R package survival) was employed 
to create overall survival (OS) curves, and the log-rank test 
was used to assess alterations between the curves. This 
study used p < 0.05 as a statistically significant criterion. 
Statistical analyses employed R 3.6.2 (R Foundation for 
Statistical Computing, Vienna, Austria) and IBM SPSS 
v. 26.0 for Windows (IBM Corp., Armonk, USA).

https://www.genome.jp/kegg/
https://geneontology.org/
https://www.gsea-msigdb.org/gsea/index.jsp
https://www.gsea-msigdb.org/gsea/index.jsp
http://tide.dfci.harvard.edu/
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Results

Determination of ten survival-related  
ir-lncRNAs in GBM

There were 14,038 lncRNAs in  the TCGA-GBM da-
tabase, 1,082 lncRNAs in the CGGA database and 3,175 
ir-lncRNAs in  the  ImmLnc database. After three-way 
Venn analysis, 276 ir-lncRNAs that coexisted in all 3 da-
tabases were identified (Fig. 1A). To further screen for 
effective prognostic markers, we  used LASSO regres-
sion to finally select 10 ir-lncRNAs associated with GBM 
prognosis, namely CHRM3-AS2, LEF1-AS1, AL354993.1, 
AC034243.1, LINC00452, NDUFB2-AS1, LINC00571, 
UNC5B-AS1, AC009093.1, and HOXC-AS2 (Fig. 1B,C). 

The Kaplan–Meier examination indicated that elevated 
expression of each ir-lncRNA was substantially related 
to poorer OS in the TCGA database, except for NDUFB2-
AS1 and LINC00571 (Fig. 1C).

Progression and validation  
of the ten survival-related ir-lncRNA 
signatures for survival anticipation

Based on  the  multivariate Cox regression model, 
the above 10 ir-LncRNAs were integrated to create a risk 
score model in the TCGA database. In the TCGA, the Ka-
plan–Meier examination revealed that OS was consider-
ably poorer in raised-risk participants than in decreased-
risk individuals (p < 0.0001, Fig. 2A). The risk scores and 

Fig. 1. Identification of 10 survival-related immune long noncoding ribonucleic acids (lncRNAs) in glioblastoma. A. Venn diagram illustrates that 276 lncRNAs 
were shared among 3 datasets; B. Distribution of least absolute shrinkage and selection operator (LASSO) coefficients for 276 immune-related lncRNAs; C. Partial 
likelihood deviation of the LASSO coefficient distribution. Vertical dashed lines indicate lambda.min and lambda.lse; D. The Kaplan–Meier survival curves 
comparing overall (OS) survival between high- and low-expression groups of the selected immune-related lncRNAs in The Cancer Genome Atlas (TCGA) dataset

CGGA – Chinese Glioma Genome Atlas.
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survival status of every GBM specimen were represented 
by the risk curve and scatterplot, respectively. The sam-
ples in the elevated-risk group had greater risk ratings 
and mortality rates than those in the reduced-risk cohort 
(Fig. 2C).

The ROC analysis revealed that the AUC for 1-, 2- and 
3-year survival were 0.716, 0.803 and 0.852, respectively 
(Fig. 2E). Therefore, the risk score model constructed us-
ing the 10 ir-lncRNAs was effective in predicting GBM 
prognosis. Additionally, we developed and assessed the risk 
score model using the CGGA database as the validation set 
and acquired comparable outcomes (Fig. 2B,D,F).

Establishment and evaluation 
of nomograms by the risk scores and 
the prognostic value of medical variables

A  univariate Cox regression examination was con-
ducted to determine whether the risk score model for 
the 10  ir-lncRNAs and GBM-related clinical variables 

were prognostic factors. The results indicated that risk 
scores (p < 0.001; hazard ratio (HR) = 13.68) and pa-
tient age (p < 0.001; HR = 1.02) were strongly correlated 
with OS in  the TCGA database (Fig. 3A). The CGGA 
database was also used as a validation set for univariate 
Cox regression analysis, and the ir-lncRNA model was 
found to be a substantial risk factor for GBM individu-
als (Fig. 3B).

The  nomogram with age, gender and risk score 
was developed for the  prediction of  patient prognosis 
in the TCGA dataset. We collected survival information 
from all patients to anticipate the 1-, 2- and 3-year OS 
(Fig. 3C). The calibration curve of the 1-, 2- and 3-year 
OS showed that the nomogram had excellent prognostic 
value (Fig. 3E). The AUC of the 1-, 2- and 3-year OS were 
0.79, 0.82 and 0.91, respectively, according to the ROC 
curve analysis (Fig. 3F). Similar prediction outcomes were 
achieved in the CGGA validation set, supporting the no-
mogram’s effective prediction ability over the risk score 
model (Fig. 3D,G,H).

Fig. 2. Development and 
validation of 10 survival-
related immune long 
noncoding ribonucleic 
acids (lncRNA) signatures 
for survival prediction. 
The Kaplan–Meier survival 
analysis of high-risk and 
low-risk patients divided 
by the medium value in The 
Cancer Genome Atlas (TCGA) 
(A) and Chinese Glioma 
Genome Atlas (CGGA) (B) 
datasets. The distribution 
of risk scores, survival time 
and status of patients 
in TCGA (C) and CGGA (D) 
datasets. Receiver operating 
characteristic (ROC) analysis 
of the prognostic signatures 
to predict 1-, 2- and 3-year 
overall survival (OS) in TCGA 
(E) and CGGA (F) datasets
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Enrichment analysis identified  
ir-lncRNA-related biological functions 
and signaling pathways in GBM

Based on the risk score, GBM participants in the TCGA 
were separated into elevated- and reduced-risk cohorts. 
Gene ontology and KEGG enrichment analysis were then 
performed on the genes that were differently expressed 
between the 2 groups. The outcomes of KEGG enrichment 
investigations revealed that the differentially expressed 

genes were primarily related to the activation of innate im-
mune response, cellular responses to chemokines, collagen 
binding, cytokine secretion, humoral immune responses, 
the Janus kinase (JAK)-signal transducer and activator 
transcription (STAT) cascade, leukocyte migration, mac-
rophage activation, modulation of  lymphocyte activity, 
and T cell activation (Fig. 4A). According to the outcomes 
of  the  GO enrichment analysis, these genes primarily 
participated in the signaling pathways for cell adhesion 
molecules, chemokine signaling, cytokine–cytokine 

Fig. 3. Establishment and evaluation of nomograms using risk scores and the prognostic value of clinical variables. A. Univariate Cox analysis showed 
that risk scores and age were significantly related to overall survival (OS) in The Cancer Genome Atlas (TCGA) dataset using Harrell’s compliance index 
(C-index) as the goodness-of-fit. For the TCGA cohort, the C-index was 0.69 (95% confidence interval (95% CI): of 0.64–0.73), and for the Chinese Glioma 
Genome Atlas (CGGA cohort), the C-index was 0.6 (95% CI: 0.54–0.65); B. Univariate Cox analysis showed that risk scores and age were significantly 
related to OS in the CGGA dataset; C. Development of the nomograms for the prediction of patient prognosis in the TCGA dataset; D. Development 
of the nomograms for the prediction of patient prognosis in the CGGA dataset; E. The calibration curve for 1-, 2- and 3-year OS of the nomogram 
in the TCGA dataset; F. Receiver operating characteristic (ROC) curves displayed the area under the curve (AUC) for 1-, 2- and 3-year OS in the TCGA 
dataset; G. The calibration curve for 1-, 2- and 3-year OS of the nomogram in the CGGA dataset; H. ROC curves displayed the AUC of 1-, 2- and 3-year OS 
in the CGGA dataset
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receptor interactions, JAK-STAT signaling, natural killer 
cell-mediated cytotoxicity, nuclear factor-kappa B (NF-ĸB) 
signaling, nod-like receptor signaling, T helper (Th)17 cell 
differentiation, tumor necrosis factor (TNF) signaling, 
and toll-like receptor signaling (Fig. 4B). The knowledge 
of the underlying pathways involving these ir-lncRNAs 
in the development and progression of GBM was deep-
ened by these enriched biological processes and signaling 
mechanisms.

The ir-lncRNAs-related risk score 
was correlated with the GBM immune 
microenvironment

To additionally explore the  function of  the 10  ir-ln-
cRNAs in the immune microenvironment, the TIMER 
database was used to examine the connection between 
the risk score and various infiltrating immune cell sub-
populations in GBM. It was shown that the  risk score 

Fig. 4. Gene set 
enrichment analysis 
between high-risk 
and low-risk groups 
in the Kyoto Encyclopedia 
of Genes and Genomes 
(KEGG) and gene ontology 
(GO) datasets
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was closely related to  the  infiltration of CD8+ T cells, 
neutrophils, macrophages, and myeloid dendritic cells, 
with correlation coefficients of 0.24, 0.25, 0.27, and 0.24, 
respectively (Fig. 5A). It is well-known that chemokines 
efficiently control immune cell infiltration in malignan-
cies. The expression of 16 immune-related chemokines 
recognized to be linked with GBM development was com-
pared in elevated- and low-risk tissues to further examine 
the relationship between risk scores and chemokine secre-
tion. The outcomes demonstrated that 14 chemokines were 
differentially expressed (chemokine ligand (CCL)2, CCL5, 
CCL17, CCL20, CCL22, CCR2, CCR4, CCR5, CCR6, CCR7, 

CXC motif chemokine ligand (CXCL)12, CXCL16, CXC 
motif chemokine receptor (CXCR)4, and CXCR6) (Fig. 5B, 
Table 1 and Supplementary Table 1).

Further calculations of the GBM patients’ immunologi-
cal, stromal and ESTIMATE scores in the TCGA dataset 
indicated that the immune score of the reduced-risk co-
hort was much less than that of the elevated-risk cohort 
(Fig. 5C–E, Table 2 and Supplementary Table 2). A strong 
association between the risk score and commonly em-
ployed immunological checkpoints was determined us-
ing Pearson’s correlation analysis, indicating that the risk 
score may have implications for immunotherapy (Fig. 5F). 

Fig. 5. The immune risk score was correlated with the tumor immune microenvironment. A. The correlation between risk score and immune cell infiltration; 
B. The expression of chemokines between low- (n = 83) and high-risk groups (n = 83) (parametric test and the Mann–Whitney U test). The difference 
in immune score (parametric test) (C), stromal score (parametric test) (D), and Estimation of STromal and Immune Cells in Malignant Tumor tissues using 
Expression data (ESTIMATE) score (Mann–Whitney U test) (E) between low- (n = 83) and high-risk groups (n = 83); F. Assessment of associations between risk 
scores and commonly used immunological checkpoints; G. Tumor immune dysfunction and exclusion (TIDE) scores between high- (n = 83) and low-risk group 
(n = 83); H. Comparison of the risk scores between immunotherapy responders (n = 48) and non-responders (n = 118) predicted with TIDE (parametric test)
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To further anticipate the reaction of GBM to immunother-
apy, we used the TIDE algorithm. A high TIDE score means 
that the likelihood of responding to immunotherapy is low. 
According to the findings, individuals with elevated-risk 
GBM had reduced TIDE scores and were more likely to re-
act to immunotherapy (Fig. 5G,H, Table 2,3 and Supple-
mentary Table 2). The previous findings demonstrated 
that the risk score associated with ir-lncRNAs was strongly 
connected to the GBM immune microenvironment, and 
it was anticipated that this relationship might be helpful 
in targeting future GBM immunotherapy.

Alterations in the mutation landscape 
between elevated- and low-risk groups

Tumor somatic mutation of commonly mutated genes 
was profiled in GBM elevated-risk and reduced-risk co-
horts. Most mutated genes, including TP53, PTEN, TTN, 

EGFR, MUC16, SPTA1, NF1, RYR2, and FLG, had high 
rates of somatic mutations in both raised- and reduced-
risk groups. In particular, somatic mutation rates for RB1, 
HYDIN, ATRX, and IDH1 were greater in the  low-risk 
cohort (Fig. 6A,B). Notably, ATRX and IDH1 did not have 
somatic mutations in the raised-risk cohort in the TCGA 
dataset (Fig. 6C,D). In the CGGA dataset, the patterns 
of risk scores for IDH1 mutation and 1p/19q codeletion  
stats were identified. According to the findings, those 
with IDH1 mutations had considerably lower risk scores 
than individuals with IDH1 wild type (Fig. 6E, Table 4 and 
Supplementary Table 4). Participants who had a 1p/19q 
codeletion  also had a lower risk score than patients who 
did not have a codeletion (Fig. 6F, Table 4 and Supple-
mentary Table 5).

Table 1. The expression of chemokines between low- and high-risk groups

Gene
Gene expression

p-valuelow risk 
(n = 83)

high risk 
(n = 83)

CCL2 5.84 ±1.66 6.96 ±1.46 9.00E-06

CCL5 3.33 ±1.02 4.06 ±1.01 9.00E-06

CCL17 0.83 ±0.60 1.10 ±0.95 2.80E-02

CCL20 1.58 ±1.25 2.34 ±1.73 1.40E-03

CCL22 0.54 ±0.39 0.74 ±0.63 1.40E-02

CCR2 0.74 ±0.57 1.44 ±0.97 7.34E-08

CCR4 0.29 ±0.22 0.59 ±0.54 7.00E-06

CCR5 2.31 ±0.97 2.92 ±0.79 1.60E-05

CCR6 0.02 ±0.02 0.03 ±0.04 8.16E-04

CCR7 0.73 ±0.44 1.17 ±0.70 4.00E-06

CX3CL1 5.35 ±0.83 5.31 ±0.72 7.28E-01

CX3CR1 5.45 ±1.41 5.76 ±1.21 1.28E-01

CXCL12 3.24 ±1.10 3.82 ±1.19 1.11E-03

CXCL16 6.60 ±0.86 6.94 ±0.57 2.97E-03

CXCR4 6.48 ±0.97 6.74 ±0.75 4.79E-02

CXCR6 0.59 ±0.50 1.03 ±0.65 3.00E-06

Values in bold are statistically significant.

Table 2. The difference of immune score, stromal score, ESTIMATE score, 
and TIDE score

Score items
Value

p-value
low risk (n = 83) high risk (n = 83)

Immune score –318.36 ±453.26 113.18 ±556.25 6.00E-06

Stromal score 499.02 ±700.96 993.86 ±659.55 1.58E-07

ESTIMATE score 180.66 ±1107.5 1107.04 ±1171.6 5.00E-07

TIDE score 1.06 ±0.46 0.09 ±0.83 3.33E-16

ESTIMATE – Estimation of STromal and Immune Cells in Malignant Tumor 
tissues using Expression data; TIDE – tumor immune dysfunction and 
exclusion.

Table 3. Comparison of the risk scores between immunotherapy 
responders (n = 48) and non-responders (n = 118) predicted with TIDE

Score items Status Risk score p-value

TIDE score

non-responder 
(n = 118)

0.44 ±0.23
1.10E-02

responder 
(n = 48)

0.61 ±0.22

TIDE – tumor immune dysfunction and exclusion.

Table 4. Different risk scores divided by IDH1 mutation  
and 1p/19q codeletion

Mutation Status Risk score  p-value

IDH1 mutation
wt (n = 100) 0.45 ±0.24

8.29E-09
mut (n = 40) 0.17 ±0.22

1p/19q codeletion 
Non_Codel (n = 128) 0.38 ±0.26

2.23E-02
Codel (n = 12) 0.20 ±0.24

wt – wild type; mut – mutant. 

Table 5. The expression of immune-related lncRNAs between normal 
and tumor samples in the CGGA dataset

Gene
Gene expression

p-value
normal (n = 20) tumor 

(n = 140)

lEF1-AS1 0.126 ±0.131 1.008 ±1.196 3.20E-14

HOXC-AS2 0.011 ±0.036 0.335 ±0.630 1.63E-08

AL354993.1 0.601 ±0.463 1.717 ±2.179 5.86E-07

NDUFB2-AS1 0.491 ±0.171 0.570 ±0.320 9.70E-01

AC034243.1 0.372 ±0.683 0.438 ±0.726 6.99E-01

UNC5B-AS1 0.877 ±0.567 0.529 ±0.693 4.82E-02

LINC00571 0.158 ±0.253 0.238 ±0.379 2.37E-01

CHRM3-AS2 0.062 ±0.060 0.086 ±0.111 1.44E-01

LINC00452 0.020 ±0.025 0.094 ±0.247 4.17E-02

AC009093.1 0.037 ±0.030 0.052 ±0.065 7.99E-02

lncRNAs – long noncoding ribonucleic acids; CGGA – Chinese Glioma 
Genome Atlas. Values in bold are statistically significant.
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AL354993.1 was recognized as a potential 
marker for GBM

The expression of 10 ir-lncRNAs was compared between 
normal and tumor samples in the CGGA dataset. The LEF1-
AS1, HOXC-AS2 and AL354993.1 were found to be signifi-
cantly overexpressed in GBM (p < 0.0001), among which 
AL354993.1 has not been reported (Fig. 7A, Table 5 and 
Supplementary Table 6). The overexpression of AL354993.1 
suggested a worse GBM prognosis (p = 0.029) (Fig. 7B). Fur-
thermore, the expression of AL354993.1 was lower in GBM 
tissues with IDH1 but not with 1p19q mutations (Fig. 7C,D, 
Table 6 and Supplementary Table 7,8). To discover the bio-
logical function of AL354993.1, GBM subjects in the CGGA 
dataset were allocated into 2 cohorts with raised and de-
creased AL354993.1 expression, and a differential gene 

analysis combined with GSEA enrichment was conducted. 
The outcomes indicated that raised AL354993.1 expression 
might indicate the activation of the JAK-STAT pathway, 
the extracellular matrix (ECM) receptor interaction path-
way, chemokine signaling mechanisms, and cytokine–cy-
tokine receptor interaction mechanisms (Fig. 7E). Hence, 

Fig. 6. Differences in the mutation landscape between high- and low-risk groups. A. Oncoplots of tumor somatic mutations of frequently mutated genes 
in the low-risk group; B. Oncoplots of tumor somatic mutations of frequently mutated genes in the high-risk group. Mutation rates of IDH1 (C) and ATRX (D) 
were compared between low- and high-risk groups in The Cancer Genome Atlas (TCGA) dataset; E. The distribution of risk score between IDH1-wild type 
(wt) (n = 100) and IDH1-mutation (Mut) (n = 40) patients in the Chinese Glioma Genome Atlas (CGGA dataset) (Mann–Whitney U test); F. The distribution 
of risk score between 1p/19q-codeleted (n = 12) and 1p/19q-noncodeleted (n = 128) patients in the CGGA dataset (Mann–Whitney U test)

Table 6. The different expression of AL354993.1 divided by IDH1 mutation 
and 1p/19q codeletion 

Mutation Status Risk score p-value

IDH1 mutation
wt (n = 100) 1.32 ±0.0.96

3.00E-05
mut (n = 40) 0.72 ±0.62

1p/19q 
codeletion 

Non_Codel (n = 128) 1.17 ±0.91
1.93E-01

Codel (n = 12) 0.99 ±0.98

wt – wild type; mut – mutant.
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the relationship between AL354993.1 expression and che-
mokine secretion were further explored. The expression 
of 16 chemokines known to be associated with GBM pro-
gression was examined in reduced- and elevated-expression 
groups. The results showed that 13 chemokines were dif-
ferentially expressed (CCL2, CCL5, CCL17, CCL20, CCR2, 
CCR4, CCR5, CCR6, CCR7, CXCL12, CXCL16, CXCR4, 
CXCR6) (Fig. 7F, Table 7 and Supplementary Table 9). These 
outcomes indicate that AL354993.1 is related to GBM pro-
gression and might be a potential GBM biomarker.

Discussion

Glioblastoma multiforme is one of the most common 
primary brain tumors, and survival rates are low despite 
extensive treatment options (surgical resection, radio-
therapy and adjuvant chemotherapy).20 In recent years, 
many studies carried out on immunotherapy for GBM 

have failed to achieve ideal results due to the heterogene-
ity of GBM and the cancer immunosuppressive micro-
environment.21,22 Numerous investigations have verified 
that lncRNAs have a function in the modulation of GBM. 
Several ir-lncRNAs have also been shown to be strongly 
linked to the modulation of the immunological milieu 
in GBM and the infiltration of immune cells.7,16 Therefore, 
we created a medical prediction model using the TCGA 
and CGGA datasets and evaluated the lncRNAs most rel-
evant to GBM to further examine the function of lncRNAs 
in GBM prognosis.

In this investigation, we conducted a three-way Venn 
examination of all lncRNAs in the TCGA, CGGA and Im-
mLnc datasets and found that 276 lncRNAs coexisted. 
The LASSO regression analysis further identified 10 key ir-
lncRNAs, with the Kaplan–Meier analysis suggesting that 
8 of the 10 were prognostic risk factors for GBM (CHRM3-
AS2, LEF1-AS1, AL354993.1, AC034243.1, LINC00452, 
UNC5B-AS1, AC009093.1, and HOXC-AS2). Among 

Fig. 7. Identification of AL354993.1 as a potential biomarker for glioblastoma. A. The expression of immune-related long noncoding ribonucleic acids 
(ir-lncRNAs) between normal (n = 20) and tumor samples (n = 140) in the Chinese Glioma Genome Atlas (CGGA) dataset (parametric test and the Mann–
Whitney U test); B. Survival analysis of patients divided by low and high AL354993.1 expression in the CGGA dataset; C. The expression of AL354993.1 
between IDH1-wild type (wt) (n = 100) and IDH1-mutation (Mut) (n = 40) patients in the CGGA dataset (Mann–Whitney U test). D. The expression 
of AL354993.1 between 1p/19q-codeleted (n = 12) and 1p/19q-noncodeleted (n = 128) patients in the CGGA dataset (Mann–Whitney U test); E. Gene set 
enrichment analysis between low and high AL354993.1 expression group in the CGGA dataset; F. The expression of chemokines between low (n = 70) and 
high (n = 70) AL354993.1 expression group (parametric test and Mann–Whitney U test)
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these, LEF1-AS1 was found to be related to the malignant 
growth of GBM through increased EN2 by mir-543 via 
sponge absorption.23 Besides, CHRM3-AS2, an immune-
associated lncRNA, has been recognized as a prognostic 
risk factor for ovarian cancer and cholangiocarcinoma.24,25 
The LINC00452 has been shown to promote ovarian can-
cer by inhibiting ubiquitin-mediated degradation through 
sponge absorption of  mir-501-3p, thereby increasing 
ROCK1.26 Meanwhile, UNC5B-AS1 is involved in liver ma-
lignancy, prostate tumors and colorectal malignancy.27,28 
By mixing with HOXC13, HOXC-AS2 regulates the growth, 
cell death and migration of non-small cell lung tumors.29 
The roles of these ir-lncRNAs in GBM are worthy of fur-
ther investigation.

The coefficient was determined by employing multi-
variate Cox analysis, and a risk score model was developed 
to categorize GBM individuals into high- and reduced-
risk cohorts. We discovered that the elevated-risk cohort 
had a  lower OS rate and that the risk score model was 
beneficial in anticipating GBM prognosis. We also devel-
oped a nomogram that included sex, age and risk score. 
The nomogram demonstrated excellent predictive per-
formance when calibration and ROC curves were plot-
ted. Since these ir-lncRNAs have independent prognostic 
value in GBM OS, the risk prediction model constructed 
by these ir-lncRNAs also showed strong prognostic value. 
Therefore, we believe that monitoring these ir-lncRNAs 
by liquid biopsy or tumor tissue collection for GBM risk 
and prognosis assessment is a promising strategy.

Functional enrichment analysis was conducted to in-
vestigate the probable function and role of the 10 lncRNAs 
in GBM formation. They were shown to be connected 
with immune-related activities, including chemokine-
related mechanisms, the JAK-STAT signaling pathway, 
cytokine-related mechanisms, and immune cell activa-
tion-related pathways, according to GO and KEGG en-
richment assessment. Additionally, they were connected 
to the stimulation of immune-related mechanisms, such 
as the Toll-like receptor pathway, the TNF signaling path-
way and NF-ĸB signaling. To further explore the poten-
tial impact of  the  10  ir-lncRNAs on  GBM immunity, 
we examined the relationship between risk score and 
immune cell infiltration in GBM tissues. The outcomes 
demonstrated that CD8+ T cells, neutrophils, macro-
phages and myeloid dendritic cells were substantially 
positively correlated with the risk score. The relation-
ship between risk scores and chemokines was also in-
vestigated, with the raised-risk cohort related to a higher 
chemokine expression.

Immunological checkpoint blocking has become one 
of the frontiers of cancer immunotherapy,30 and we dis-
covered that the risk score was substantially associated 
with immunological checkpoint expression. The ESTI-
MATE and TIDE scores also verified the relationship be-
tween risk score and immune microenvironment. Muta-
tions in the IDH1 gene are commonly found in GBM, with 
the product of this mutated enzyme having a novel ability 
to catalyze the production of 2-hydroxyglutarate, while 
IDH1 mutations are shown to be associated with more 
favorable survival outcomes.31 In addition, 1p/19q code-
letion suggested a better prognosis.32 We found higher 
rates of IDH1 mutation and 1p/19q codeletion in GBM 
individuals with reduced risk scores, while no mutations 
were found in the raised-risk cohort. These results may be 
the reason underlying the prognostic value of risk scores. 
Furthermore, investigation is still required to fully under-
stand the precise pathway of the 10 ir-lncRNAs in GBM.

Among the  10  lncRNAs, we  found that only 2  were 
significantly highly expressed in GBM compared with 
normal controls, namely LEF1-AS1 and AL354993.1, 
of which AL354993.1 has not been reported. We found 
that AL354993.1 had significant prognostic value in GBM 
and was also associated with the tumor immune micro-
environment. In addition, AL354993.1 was closely related 
to IDH1 mutation and other clinicopathological factors. 
Gene enrichment results suggested that AL354993.1 may 
promote GBM progression through the JAK-STAT path-
way, the ECM interaction pathway, chemokine pathways, 
and cytokine receptor binding pathways.

Limitations

There were some restrictions to this analysis since it was 
retrospective and dependent on open-access databases. 
Thus, more prospective clinical data are required for 

Table 7. The expression of chemokines between low- and high- 
AL354993.1 expression groups

Gene

Gene expression

p-valuelow expression 
(n = 70)

high 
expression 

(n = 70)

cCL2 5.46 ±2.11 6.82 ±1.87 9.74E-05

CCL5 2.35 ±1.10 3.18 ±1.15 2.58E-05

CCL17 0.21 ±0.27 0.28 ±0.35 1.56E-01

CCL20 0.91 ±1.29 1.70 ±1.95 5.45E-03

CCL22 0.20 ±0.19 0.24 ±0.21 2.49E-01

CCR2 0.49 ±0.47 0.98 ±0.69 2.76E-06

CCR4 0.16 ±0.19 0.40 ±0.42 1.95E-05

CCR5 1.28 ±0.78 1.89 ±0.84 1.31E-05

CCR6 0.21 ±0.22 0.34 ±0.33 4.99E-03

CCR7 0.43 ±0.36 0.80 ±0.51 2.94E-06

CX3CL1 4.44 ±0.79 4.20 ±0.71 5.55E-02

CX3CR1 3.94 ±1.49 3.49 ±1.57 8.56E-02

CXCL12 3.28 ±0.99 3.86 ±1.24 2.61E-03

CXCL16 5.13 ±1.03 5.57 ±0.96 9.31E-03

CXCR4 4.58 ±1.16 5.48 ±1.09 6.21E-06

CXCR6 0.49 ±0.48 0.95 ±0.72 2.17E-05

Values in bold are statistically significant.
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validation and future clinical applications. On the other 
hand, the effect of AL354993.1 was only analyzed using 
a database and should be verified by a series of wet experi-
ments in the future.

Conclusions

Through the joint analysis of multiple public databases, 
we screened 10 key ir-lncRNAs in GBM and used them 
to construct risk-scoring models and promote the de-
velopment of  novel GBM biomarkers. In  conclusion, 
the 10 ir-lncRNAs have the potential to predict the GBM 
prognosis and may play a vital role in the progression 
of GBM.
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Abstract
Background. Aberrant circular RNA (circRNA) acts as an oncogene or suppressor during neoplasm initiation 
and development. However, the functions of most circRNAs in osteosarcoma (OS) remain unclear.

Objectives. We aimed to investigate the expression, molecular functions and mechanisms underlying 
circRNAs in OS.

Materials and methods. Network interaction, pathway enrichment and regression analyses were per-
formed to determine differentially expressed (DE) circRNAs, microRNAs (miRNAs) and messenger RNAs 
(mRNAs). We constructed competitive endogenous RcodeNA (ceRNA) networks and integrated patient 
clinical data to analyze the relationship between the networks and prognosis. The circRNA, miRNA and mRNA 
data were retrieved from Gene Expression Omnibus (GEO) microarray datasets. A circRNA-miRNA-mRNA 
interaction network was established and visualized using miRNet. Protein interactions were investigated 
using STRING and Cytoscape, and hub genes were identified using the MCODE plug-in. Gene Ontology, Kyoto 
Encyclopedia of Genes and Genomes (KEGG) and Reactome pathway analyses were performed to determine 
the DEmRNAs. LIMMA and RobustRankAggreg were used to screen for DERNAs. Node genes in the interaction 
network were analyzed using least absolute shrinkage and selection operator (LASSO) and Cox regression 
to obtain OS-related ceRNA networks.

Results. We identified 9 DEcircRNAs, 243 DEmiRNAs and 211 DEmRNAs. We found that a ceRNA subnet-
work, based on 1 circRNA, 1 miRNA and 8 mRNAs, was closely associated with OS prognosis. Integrating 
the proportional hazards model and survival analysis revealed 3 independent protective factors: adenosine 
triphosphate (ATP)-binding cassette sub-family A member 8 (ABCA8), catalase (CAT) and C-X-C motif 
chemokine ligand 12 (CXCL12).

Conclusions. Our study provides novel insights into circRNA-related ceRNA networks and identifies potential 
prognostic biomarkers of OS.

Key words: prognosis, microRNA, osteosarcoma, circular RNA, competitive endogenous RNA
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Background

Osteosarcoma (OS) is a common malignant bone tu-
mor that occurs in children and adolescents,1 with its 
occurrence rate reaching a 2nd peak in individuals aged 
over 60.2,3 With the emergence of neoadjuvant chemo-
therapy, patient survival rates have greatly improved over 
the past 40 years. However, because chemotherapy causes 
high treatment resistance in OS, the 5-year overall sur-
vival rate is still lower than 80%.2,4 Therefore, identifying 
molecular markers is  important for OS prognosis and 
treatment.

Circular ribonucleic acids (circRNAs) belong to a class 
of circular noncoding RNAs with continuous and cova-
lently closed structures that modulate protein expression 
by acting as microRNAs (miRNAs) or protein inhibitor 
sponges.5 With the discovery of circRNA functions, they 
are increasingly becoming important in understanding dis-
ease pathology and treatment. Their biological functions 
exhibit 5 characteristics: sponge effect, rolling circle trans-
lation, circRNA-derived pseudogenes, post-transcriptional 
regulation, and splicing interference.6 In recent years, in-
creasing focus has been directed toward understanding 
the relationship between circRNA and tumor occurrence 
and metastasis. Multiple circRNAs have been implicated 
in the development, migration, invasion, and metastasis 
of OS.7–9 As such, identifying more unknown circRNAs 
that may be involved in cancerization and cancer develop-
ment is critical, especially in malignant tumors such as OS.

The  miRNAs are small noncoding RNAs that are 
20–24 nucleotides in  length.10 Similar to classic non-
coding RNAs, many miRNAs play vital roles in almost 
all aspects of tumorigenesis and tumor occurrence and 
development, including invasion, angiogenesis, prolif-
eration, and apoptosis.11–13 An in-depth understanding 
of their roles in the development of diseases, especially 
tumors, is required. Furthermore, miRNAs are attractive 
tools and potential targets for developing new treatment 
modalities.14,15

Overall, regulatory networks based on the composition 
of circRNAs, miRNAs and messenger RNAs (mRNAs) 
play a crucial role in tumor development and prognosis. 
Nonetheless, further research is imperative to thoroughly 
analyze the competing endogenous RNA (ceRNA) foun-
dation of OS. In the present study, the Gene Expression 
Omnibus (GEO) database (www.ncbi.nlm.nih.gov/geo)
was investigated, and prognosis-related ceRNA networks 
were constructed by validating the clinical information 
from the TARGET (Therapeutically Applicable Research 
to Generate Effective Treatments; www.cancer.gov/ccg/
research/genome-sequencing/target) database. The results 
may provide valuable insights that could facilitate diagno-
sis, monitoring and prediction of prognosis and circRNA 
research in primary OS patients (Fig. 1).

Objectives

We investigated the GEO database to screen for RNAs 
associated with OS occurrence. By validating clinical infor-
mation in the TARGET database, we constructed a prog-
nosis-related ceRNA network, which may further enable 
OS diagnosis, monitoring and prognosis, and facilitate 
research on circRNAs in primary OS (Fig. 1).

Materials and methods

Study design

The GEO and TARGET databases were used to iden-
tify differentially expressed miRNAs (DEmiRNAs) and 
DEmRNAs associated with OS prognosis. A ceRNA net-
work and protein-protein interaction (PPI) network were 
constructed to discern the interactions between mRNAs. 
Statistical and survival analyses were performed using 
the Cox model.

Setting

Data acquisition and processing

According to the data upload description file, the in-
cluded datasets encompass gene sequencing results from 
tumor tissue and paracancerous tissue. We downloaded 
6 expression profiles from the GEO database: 4 mRNA data-
sets (GSE28425 (GPL13376, 7 OS and 4 control), GSE99671 
(GPL20148, 18 OS and 18 control), GSE36004 (GPL6102, 
7 OS and 4 control), and GSE126209 (GPL20301, 6 OS 
and 5 control)), 1 miRNA expression profile (GSE28425 
(GPL8227, 7 OS and 4 control)) and 1 circRNA expres-
sion profile (GSE140256 (GPL27741, 3 OS and 3 control)). 
In relation to prognostic outcomes, we used a GSE79181 
profile (GPL15497, 25 patients with OS) and the TARGET 
database (172 available patients with OS) to identify OS 
prognosis-associated miRNA and mRNA. The basic traits 
of  these 7 microarray datasets (GSE28425, GSE36004, 
GSE99671, GSE126209, GSE140256, GSE79181, and TAR-
GET) are listed in Supplementary Table 1. Ethical approval 
or informed consent was not required for this data as they 
are publicly available in the GEO and TARGET databases.

Variables and data measurement

Identification of circRNA, miRNA, and mRNA

We selected datasets that were investigated using can-
cerous compared to pan-cancerous tissues through next-
generation sequencing. All the datasets were normalized 
or log2-transformed. The circRNA and miRNA were iden-
tified using linear models for microarray data in LIMMA 

http://www.ncbi.nlm.nih.gov/geo
http://www.cancer.gov/ccg/research/genome-sequencing/target
http://www.cancer.gov/ccg/research/genome-sequencing/target
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v. 3.42.2, an R package that processes normalized data 
and analyzes the differential expression of genes (https://
bioconductor.org/packages/release/bioc/html/limma.
html). Key mRNAs with common differential expression 
in the 4 datasets were screened using the RobustRankAg-
greg package v. 1.1 (https://cran.r-project.org/web/pack-
ages/RobustRankAggreg/index.html). A p-value < 0.05 and 
a log2 fold change (FC) >1 were considered the cutoff values 
in the differential expression of genes.

Construction of a ceRNA network

Using miRNet (www.mirnet.ca), a network visual ana-
lytics platform based on 11 different miRNA databases, 
we predicted target genes and circRNAs. Interaction net-
works were visualized using Cytoscape v. 3.7.1 (http://cy-
toscape.org/).

Construction of a PPI network and module analysis

To discern the interactions between mRNA involved 
in the ceRNA network, we established a PPI network using 
an online database search tool for the retrieval of interact-
ing genes (STRING; https://string-db.org/). Cytoscape was 
used for visualization. The molecular complex detection 
(MCODE) plug-in was used to extract the subnetwork from 
the PPI network.

Functional and pathway enrichment analyses

To elucidate the mRNA-associated mechanisms in OS, 
Gene Ontology (GO), Kyoto Encyclopedia of Genes and 
Genomes (KEGG) and Reactome pathway enrichment 
analyses of mRNAs were performed using ClueGO v. 2.5.6, 
based on Cytoscape. A p-value <0.05 indicated statistical 
significance in enrichment.

Fig. 1. Flowchart 
of the competitive endogenous 
RNA network analysis. circRNA, 
differentially expressed circular 
RNAs; miRNA, differentially 
expressed microRNAs; mRNA, 
differentially expressed 
messenger RNAs; PPI network, 
protein-protein interaction 
network; ceRNA network, 
competitive endogenous RNA 
network

https://bioconductor.org/packages/release/bioc/html/limma.html
https://bioconductor.org/packages/release/bioc/html/limma.html
https://bioconductor.org/packages/release/bioc/html/limma.html
https://cran.r-project.org/web/packages/RobustRankAggreg/index.html
https://cran.r-project.org/web/packages/RobustRankAggreg/index.html
http://cytoscape.org/
http://cytoscape.org/
https://string-db.org/


J. Fan, J. Liao, Y. Huang. Independent protective factor in osteosarcoma860

Statistical methods  
and quantitative variables

Statistical and survival analyses

The GSE79181 miRNA expression profile (25 samples), 
which is  based on  GPL15497 (TaqMan array human 
miRNA cards (A+B Card Set v3); Applied Biosystems, 
Foster City, USA), was downloaded from the GEO data-
base. The mRNA expression profile and clinical informa-
tion of 172 primary OS samples were downloaded from 
the TARGET database. Of these, 63 patients with mRNA 
expression profiles were selected as the discovery dataset, 
whereas 109 patients with basic information were used 
as the testing dataset. We applied the proportional hazard 
model (least absolute shrinkage and selection operator 
(LASSO) and multivariate Cox regression analyses) and 
performed multivariate Cox regression analysis between 
the time-to-survival and RNA expression in the ceRNA 
network using the data of 63 patients from the TARGET 
database and 25 patients from GSE79181. To verify the pre-
diction efficiency of the Cox model, we used the index 
of concordance (C-index), time-dependent receiver-oper-
ating characteristic (ROC) curve, Kaplan–Meier (K–M) 
survival curves, and log-rank tests to compare the survival 
rates between high- and low-risk groups. The R v. 3.1-11 
packages survival ROC v. 1.0.3 and Survminer v. 0.4.6 
(www.cran.r-project.org/web/packages/survivalROC/
survivalROC.pdf, https://cran.r-project.org/web/packages/
survminer/index.html) were used to analyze and visual-
ize the overall survival of circRNA, miRNA and mRNA. 
Genes absent from half of the samples were not considered 
during these analyses.

Results

Identification of circRNAs, miRNAs 
and mRNAs

We  identified 9  circRNAs (Supplementary Table  2), 
243 miRNAs and 211 mRNAs in the datasets. Of the 243 miR-
NAs, 128 were upregulated and 115 were downregulated 
(Fig. 2A). Three of the 9 circRNAs were upregulated and 
the  remaining 6  were downregulated (Fig. 2B). Lastly, 
of the 211 mRNAs, 103 were upregulated and 108 were 
downregulated (Fig. 2C).

Construction of the ceRNA network

Based on miRNet, we screened 8 targeted circRNAs 
from 8,975 miRNA/mRNA using overlapping circRNA. 
We  identified 119  of  13,473 targeted mRNAs based 
on  65,227 pairs of  interactions between miRNAs and 
mRNAs. Using Cytoscape, we constructed a circRNA-
miRNA-mRNA network based on the circRNA–DEmiRNA 

and DEmiRNA–DEmRNA interactions. Accordingly, 
we identified 6 circRNAs, 92 miRNAs and 119 mRNAs 
in  the  ceRNA network (Supplementary Fig.  1A). Of 
the 119 mRNAs, 69 were upregulated and 50 were down-
regulated. Using MCODE in Cytoscape, we recognized 
2 subnetworks in which hsa-mir-20a-5p and Ras associa-
tion domain family member 2 (RASSF2) were identified 
as key nodes, indicating that they may play a critical role 
in the OS development (Supplementary Fig. 1B,C).

Construction of the PPI network

We constructed a PPI network with the 119 mRNAs 
that participated in the ceRNA network (Supplementary 
Fig. 2A). Using MCODE, we identified 4 significant mod-
ules. The 1st module consisted of 6 target genes: CD14, 
IGSF6, C1QA, GIMAP4, C1QB, and FGL2 (Supplemen-
tary Fig. 2B). The 2nd module consisted of 5 target genes: 
SEC61G, RPL7, MRPL13, RPL6, and RPS28 (Supplementary 
Fig. 2C). The 3rd module comprised 4 target genes: CDH2, 
TF, APOE, and SERPINA1 (Supplementary Fig. 2D), while 
the 4th module consisted of 3 target genes: PTGES3, PTGS1, 
and TBXAS1 (Supplementary Fig. 2E). Notably, we identi-
fied CD14, SEC61G, and PTGES3 as the key genes in the 1st, 
2nd and 4th modules, respectively.

Gene Ontology and pathway  
enrichment analyses

We identified 67 functional enrichment terms from GO, 
including 56 biological processes and 11 cellular compo-
nents. The top 5 biological processes were “xenobiotic 
metabolic process,” “response to progesterone,” “antigen 
processing and presentation of exogenous peptide antigen 
via major histocompatibility complex class I,” “response 
to electrical stimulus,” and “regulation of telomerase activ-
ity.” The top 5 cellular components were “cytosolic large ri-
bosomal subunit,” “tertiary granule lumen,” “ficolin-1-rich 
granule,” “ficolin-1-rich granule lumen,” and “luminal side 
of membrane” (Fig. 3). Nineteen KEGG and Reactome 
pathways were notably enriched. Major pathways enriched 
in OS were the “signaling by erb-b2 receptor tyrosine ki-
nase 4 (ERBB4),” “nuclear signaling by ERBB4” and “gelatin 
degradation by matrix metalloproteinases (MMP) 1, 2, 3, 
7, 8, 9, 12, and 13” (Fig. 4).

Statistical and survival analyses

Twenty-one RNAs were derived from the ceRNA net-
work, with coef/se(coef) <0.01 and p > 0.05. To find optimal 
prognostic biomarkers among 3 specific RNAs, we per-
formed a multivariate Cox regression analysis of the RNA 
expression profiles, clinical traits of 63 patients and other 
clinical information for 109 patients (Fig. 5A). The pre-
dictive potency of adenosine triphosphate (ATP)-binding 
cassette sub-family A member 8 (ABCA8), C-X-C motif 

http://www.cran.r-project.org/web/packages/survivalROC/survivalROC.pdf
http://www.cran.r-project.org/web/packages/survivalROC/survivalROC.pdf
https://cran.r-project.org/web/packages/survminer/index.html
https://cran.r-project.org/web/packages/survminer/index.html
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chemokine ligand 12 (CXCL12) and catalase (CAT) in OS 
was mutually independent (Fig. 5B). We calculated the cor-
relation and variance inflation factor of  these RNAs. 
The variance inflation factor was <1.1 and the correla-
tion of each pair was <0.5, indicating no multicollinearity 
between independent variables (Supplementary Table 3). 
We made proportional hazard assumptions for the model 
(Supplementary Table 4 and Supplementary Fig. 3), with 
results showing that the model and the factors are pro-
portional over time. Linear assumption showed that 
3 predictors were linearly correlated with hazard func-
tion (Supplementary Fig. 3). Utilizing the same TARGET 
patient data, we noticed that the area under the curve 
(AUC) of 5-year overall survival for the module was 0.9, 
which is close to the C-index of 0.87, thus demonstrating 
a stable predictive effect (Fig. 5C). We grouped the discov-
ery dataset using the 5-year risk score and used the K–M 
survival curves and log-rank tests to compare survival 

rates between the high- (n = 22) and low-risk (n = 39) 
groups (Fig. 5D). To investigate associations among the risk 
scores, OS and biomarkers, we ranked patients according 
to their risk scores and displayed their clinical informa-
tion and gene expression on the same abscissa (Fig. 6). 
The high-risk group corresponded to a poor prognosis, 
with the 3 genes demonstrating great consistency with 
patient outcomes. To verify the reliability of this model, 
we calculated the C-index of ABCA8, CXCL12 and CAT, 
and confirmed the reliability of the prediction (Supple-
mentary Table 3). The RobustRankAggreg analysis for 
the 3 mRNAs is shown in Supplementary Table 5.

We applied a K–M one-way survival analysis for pa-
tients with OS and grouped them by  median values. 
Of the 8 circRNAs, a low expression of hsa_circFADS2_007 
was associated with improved survival (Supplementary 
Fig. 4A), and a high expression of hsa-mir-335-5p corre-
lated with improved prognosis (Supplementary Fig. 4B). 

Fig. 2. Analysis of differentially expressed microRNAs, differentially 
expressed circular RNAs and differentially expressed messenger RNAs. 
A. Volcano plot for differentially expressed microRNAs; B. Volcano 
plot for differentially expressed circular RNAs; C. Heat map of the top 
20 differentially expressed mRNAs in GSE99671, GSE36004, GSE28425, 
and GSE126209. Red represents upregulation and green represents 
downregulation
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Fig. 5. Multivariate Cox regression analysis. A. Forest plot of risk factors in testing (left) and discovery (right) datasets; B. Visualization of Cox regression; 
C. The receiver operating characteristic (ROC) curve for 4-, 5- and 6-year survival; D. Kaplan–Meier survival analysis of the module and RNAs
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Eight mRNAs, including 7 upregulated mRNAs (ABCA8, 
ACSL5, FABP4, FGL2, LAPTM5, SLC38A2, and VNN2) 
and 1 downregulated DEmRNA (FADS1), correlated with 
improved prognosis (Supplementary Fig. 4C,D). The high 
expression of  ABCA8, FABP4 and VNN2 was signifi-
cant for improved OS and event-free survival. We con-
structed a prognosis-related subnetwork based on 1 cir-
cRNA (hsa_circFADS2_007), 1 miRNA (hsa-mir-335-5p) 
and 8 mRNAs (ABCA8, ACSL5, FABP4, FADS1, FGL2, 
LAPTM5, SLC38A2, and VNN2). A high expression of all 
RNAs, except for hsa_circFADS2_007 and FADS1, was 
associated with improved OS prognosis (Fig. 7).

Discussion

Although OS is a rare malignant tumor, its characteris-
tics, i.e., rapid invasion and ease of metastasis in vivo, lead 
to the development of metastases during treatment and 
follow-up in 30–40% of patients, making ideal treatment 
difficult.4 Osteosarcoma treatment primarily involves 
surgery and chemotherapy; however, the prognosis for 
patients remains unsatisfactory.16

To elucidate the mechanisms underlying RNAs in OS, 
we constructed a ceRNA network based on differences 
between primary OS and controls. The GO enrichment 
analysis revealed that genes participating in the ceRNA 
network were mainly enriched in the positive regulation 

of protein processing and regulation of bone remodeling-
related pathways, such as  “bone remodeling,” “regula-
tion of vascular permeability” and “regulation of bone 
resorption.” The ability to deregulate bone remodeling 
is one of the main characteristics of OS, inducing an in-
crease in  factors initially trapped in  the  bone matrix, 
such as transforming growth factor-β, to promote tumor 
progression.17

Exosomes are important for vascular permeability 
dysregulation and OS development, and a  difference 
in miRNA content was confirmed between metastatic 
and nonmetastatic OS-derived exosomes.18 The MMPs are 
overexpressed in OS and facilitate the survival, growth and 
metastasis of OS cells; thus, their expression is associated 
with a shorter survival time in OS patients.19 SUMOylation 
is the post-translational modification of proteins whose 
disorders are believed to be related to malignant trans-
formation in normal cells, cancer progression and the ab-
normal expression of oncogenes.20 Prostaglandin promotes 
cell migration and invasion in different tumors, including 
OS, by increasing survivin expression and focal adhesion 
kinase phosphorylation and enhancing cell adhesion and 
migration.21 Thus, ceRNA networks play critical roles 
in OS occurrence and progression.

To  further investigate potential prognostic markers 
in the ceRNA network, we analyzed the correlation be-
tween 219 RNAs and OS or event-free survival. The hsa-
mir-335-5p-related ceRNA subnetwork was significantly 

Fig. 6. Characteristics of the prognostic signature in the discovery dataset. A. Sorting of the patients in ascending order of risk score; B. Association 
of clinical characteristics with risk scores; C. Heatmap of ABCA8, CAT and CSCL12 in high- and low-risk groups
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correlated with OS prognosis. In particular, we identified 
1  circRNA (hsa_circFADS2_007), 1  miRNA (hsa-mir-
335-5p) and 8 mRNAs (ABCA8, ACSL5, FABP4, FADS1, 
FGL2, LAPTM5, SLC38A2, and VNN2) in this subnetwork. 
Previous studies revealed that these RNAs were involved 
in tumor progression. A large-scale genetic study found that 
FADS1 and FADS2 (11q12. 2) fatty acid metabolism-related 
genes were associated with colorectal cancer risk.22 Mean-
while, hsa-mir-335-5p affected the recurrence and prog-
nosis of OS by regulating 2 potential modules.23 ABCA8 
was reportedly underexpressed in 3 cases of pre-invasive 
breast cancer but not in invasive cases.24 The high-level 
expression of the adenosine triphosphate (ATP)-binding 
cassette transporters for the “A” subfamily in patients with 
serous ovarian cancer was significantly associated with 
a poor survival rate.25 In patients with colorectal cancer, 
ACSL5 is closely related to tumor occurrence and progno-
sis.26 Overexpression of miRNA-106a reportedly inhibits 
the effect of VNN2 and leads to the invasion, proliferation 
and migration of OS cells.21 Furthermore, the dysregula-
tion of FABP4, FGL2, LAPTM5, and SLC38A2 is identified 
in multiple cancers, such as colorectal, lung, ovarian, and 
breast.27–30

The high expression of ABCA8, CAT and CXCL12 is sig-
nificantly associated with survival time, and also serves 

as an independent protective factor in patients with OS. 
In our study, CAT was enriched in the “cyclooxygenase 
pathway” and “neutral lipid metabolic process,” biological 
process (BP) pathways, and the “ficolin-1 rich granule” 
and “exocytosis of ficolin-rich granule lumen proteins,” 
cellular component (CC) pathways, which are considered 
closely related to the hypoxia induction and abnormal 
proliferation of cells. The CAT plays a critical role in cel-
lular resistance to oxidative stress, and its downregula-
tion promotes the occurrence of  tumors by  increasing 
the level of reactive oxygen species (ROS) in transformed 
cells.31 The Cox regression model showed that a high CAT 
expression in OS was associated with better prognoses. 
Analogously, a local increase in the CAT level is a feasible 
method to reverse or treat tumor cells and thus has at-
tracted increasing attention.32 Our results are consistent 
with those from previous studies showing that the hypoex-
pressive chemokine CXCL12 controls metastasis and im-
mune responses in OS, supporting that therapies targeting 
CXCL12 have a potential for therapeutic intervention.33 
CXCL12 reportedly induces the constitutive expression 
and activity of CAT by activating downstream p38, Akt and 
extracellular signal-regulated kinase, which are essential 
for protecting β cells from DNA damage caused by hydro-
gen peroxide (H2O2).34 This may explain the consistency 

Fig. 7. Survival-related competitive endogenous RNA network. The light color indicates increased RNA expression, whereas the dark color indicates 
decreased RNA expression. Diamonds indicate circular RNAs, rectangles indicate microRNAs and circles indicate messenger RNAs
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in the expression of CAT and CXCL2. Moreover, ABCA8, 
CAT and CXCL12 may complement the current prognostic 
gene signatures.

We focused on investigating the circRNAs, miRNAs and 
mRNAs between primary OS and normal bone or adjacent 
tissues to identify factors for improved tissue specificity. 
Although the circRNA-miRNA-mRNA network was built 
based on GEO data and verified using the TARGET data-
base, the results require further experimental verification.

Limitations

We used reliable statistical methods to explore the dys-
regulated ceRNA network in OS. Given the current scarcity 
of studies on gene sequencing in OS, it is imperative that 
our findings be corroborated through larger sample sizes 
and additional experimentation.

Conclusions

Our findings provide new insights into the molecular 
mechanisms of OS and reveal potential targets for its 
diagnosis, monitoring and therapy. Using bioinformat-
ics, we identified 3 independent protective factors in OS. 
No dataset suitable for Cox model validation was found 
in the public database to verify their applicability; hence, 
further experimentation is needed.

Supplementary data

The Supplementary materials are available at https://
doi.org/10.5281/zenodo.10184102. The package includes 
the following files:

Supplementary Table 1. Basic traits of the seven microar-
ray datasets from the GEO and TCGA.

Supplementary Table 2. Basic characteristics of the 9 dif-
ferentially expressed circRNAs.

Supplementary Table 3. Index of concordance (C-index) 
and variance inflation factor (VIF) of ABCA8, CXCL12 
and CAT.

Supplementary Table 4. LASSO and Cox regression 
analysis of ceRNA with coef/se(coef) < 0.01 and p-value 
of proportional hazards assumption (PH) >0.05.

Supplementary Table 5. Robust rank aggregation analysis 
of ABCA8, CXCL12 and CAT. LogFC in the 4 datasets and 
RRA score of the three RNAs.

Supplementary Fig. 1. Competitive endogenous RNA 
in osteosarcoma.

Supplementary Fig. 2. Protein–protein interaction (PPI) 
network of genes in  the competitive endogenous RNA 
network.

Supplementary Fig. 3. Proportional hazards assumption 
(left) and linearity assumption (right).

Supplementary Fig. 4. Survival analysis for competitive 
endogenous RNA in osteosarcoma.
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Abstract
Multiple sclerosis (MS) is a chronic inflammatory, demyelinating, and neurodegenerative connective tissue 
disease affecting the central nervous system (CNS). Recently, there has been a dramatic improvement in several 
vital concepts of immune pathophysiology underlying MS. Notably, one of the prerequisites to MS develop-
ment is Epstein–Barr virus (EBV) infection. Greater attention has been drawn towards promising, innovative 
immunotherapies in the management and treatment of MS. Whilst there are numerous immunotherapies 
currently proposed for MS, the B cell depleting therapy that predominantly uses the anti-CD20 monoclonal 
antibodies (mAbs) such as rituximab, ocrelizumab, and ofatumumab have demonstrated promising clinical 
benefits by targeting the memory B cells, which are the primary reservoir of EBV latency. Although mAbs 
have proved beneficial in the treatment of MS, they pose the risk of potential adverse effects. The current 
systematic review was undertaken to explore the therapeutic role of anti-CD20 therapy and its downsides 
in the treatment of MS and EBV infection. Clinical trials and prospective and retrospective studies reporting 
anti-CD20 therapy were carefully reviewed. The initial sections discuss the clinical features of MS, the prob-
able link between EBV and MS, and the role of B cells in MS pathogenesis. Here, we show the potential 
role of anti-CD20 therapy more of a boon than a bane as the therapy yields more promising results for MS 
treatment. Nevertheless, the adverse effects could be minimized following a planned therapeutic regimen 
for treating MS patients.

Key words: Epstein–Barr virus infections, multiple sclerosis, rituximab, ocrelizumab, ofatumumab
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Introduction

Multiple sclerosis (MS) is an inflammatory, neurode-
generative, and immune-mediated disorder of the central 
nervous system (CNS), characterized by the formation 
of inflammatory lesions of the white matter, axonal dam-
age, loss of oligodendrocyte, gliosis, demyelination, and 
neurodegeneration.1 The  inter-relationship of  various 
immune, genetic, epigenetic, and environmental factors 
accounts for the development of  this disorder.2 Before 
understanding the role of anti-CD20 therapy in mitigat-
ing the risk of MS, the epidemiology, together with envi-
ronmental, genetic, and pathophysiological factors of MS, 
needs to be reviewed. Multiple sclerosis is one of the most 
prevalent neurological diseases in  the world, affecting 
mainly women, with about 2.8 million cases worldwide.3–5 
Environmental factors, including exposure to viral and 
bacterial agents such as Epstein–Barr virus (EBV),6 hu-
man herpes virus, mycoplasma pneumonia,7 smoking,8 
vitamin deficiency,9 diet,10 and exposure to UV radiation 
are associated with the onset of MS.11

Multiple sclerosis has a prevalence gradient dependent 
on latitude, with a higher incidence in the northern lati-
tudes of Europe and North America.12 Vitamin D defi-
ciency has been considered as  a  possible etiology for 
the noted predisposition of the population in higher lati-
tudes being affected.13 Genetic susceptibility is not inher-
ited since there is no MS-specific gene,14 although genetic 
predisposition may be involved in MS15–18 as there is a high 
risk of the disease in patients with affected biological rela-
tives. Moreover, genetic studies have shown a connection 
between first-, second-, and third-degree relatives.15,16

While long considered as a T cell-mediated disease, MS 
is now known to involve other immune cells like B cells. 
The role of B cells is now increasingly gaining signifi-
cance in immunotherapy, and the influence of antibodies 
on tissue damage is actively investigated. Inflammation 
of the white and grey matter tissues in the CNS due to fo-
cal immune cell infiltration and the subsequent release 
of cytokines are the primary causes of myelin sheath de-
struction in MS.19–22

Multiple sclerosis is  characterized by a wide variety 
of clinical symptoms. Patients exhibit dysfunction in neu-
ral communication as a consequence of demyelination 
and axonal loss. Approximately 85% of MS patients have 
alternating episodes of neurological disability and recovery 
that last for many years, termed relapsing-remitting MS 
(RRMS). About 90% of RRMS patients progress to steady 
neurological decline within 25 years, termed secondary 
progressive MS (SPMS). Nearly 10% of MS patients suf-
fer from steady deterioration of neurological functions 
without recovery, termed primary progressive MS (PPMS).

In addition to the common motor, sensory, visual, and 
autonomic deficits, cognitive impairment (CI) is  also 
a  common symptom,23 with approx. 43–65% of  MS 

patients suffering from CI.24,25 Executive impairment 
in MS has been related to damage in frontal-subcortical 
tracts as the prefrontal cortex (PFC) is believed to support 
executive functions.26,27 The assessment of PFC function 
may provide a useful way to assess cognitive changes in ex-
ecutive function in MS patients.

Besides this, behavioral changes with depressive symp-
toms are among the most common symptoms in MS.28 
Since mood, fatigue, and sleep disorders are widely ac-
knowledged as important contributors to CI in MS, a com-
prehensive neuropsychological assessment should always 
include routine monitoring and screening of these factors 
to assess the patient’s psychological state and any arising 
difficulties.29 Besides immunological factors, the patho-
physiology of MS could also involve oxidative stress that 
contributes to the disease progression by inducing axonal 
and neuronal damage.30 A causal relationship between 
neurological disorders such as Alzheimer’s disease, MS 
and diabetes is currently researched across the globe due 
to the role of oxidative stress and redox status on neuro-
logical disorders.31

Epstein–Barr virus is a human herpesvirus and the causal 
agent of infectious mononucleosis (IM). Demyelination 
is understood to be triggered in genetically predisposed 
individuals by an infectious agent, with EBV being the lead 
candidate.6 In the case of post-EBV infection, the virus 
persists in latent form in B lymphocytes throughout the life 
of the host, thus posing a major risk in MS development. 
Epstein–Barr virus is involved in the etiology underlying 
the pathogenesis of MS and its progressive stages, namely 
RRMS, PPMS, and SPMS.32 While EBV involvement in MS 
pathology has been studied for many years, the rationale 
underlying the causality remains inconclusive. It is known 
that patients with a history of IM or with a higher anti-EBV 
antibody titer are at greater risk of developing MS. Ep-
stein–Barr virus infection is assumed to be a prerequisite 
in MS owing to the increased prevalence of MS patients 
with latent EBV infection,33–38 with EBV-positive individu-
als being reported to have a 15 times greater risk of MS 
than EBV-negative individuals.34 The strongest evidence 
reporting EBV infection as a critical contributor to MS 
was reported by Bjornevik et al.,  who for over 20 years 
were analyzing a cohort of >10 million people on active 
duty in the US military. Adults diagnosed with MS were 
reported positive for EBV serology.35

Presently, there is no cure for MS. However, disease-
modifying agents (DMA) comprising modulators and 
cytotoxic compounds are the mainstay of MS treatment. 
The antiviral drugs or DMA used in the treatment of vi-
ral infections are not completely effective in diminishing 
the viral load and so have limited effect on the progres-
sion of MS. The development of therapies that target EBV 
or B cells that harbor EBV specifically will be instrumen-
tal in addressing this question. Monoclonal antibodies 
(mAbs) are one of the preferred treatments for MS due 
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to their target specificity and unusually high efficacy. Ap-
proximately 18 mAbs have been approved for the treat-
ment of various diseases, such as rheumatoid and pso-
riatic arthritis, ankylosing spondylitis, ulcerative colitis, 
plaque psoriasis, and Crohn’s disease.39 Monoclonal anti-
bodies target the immune system, which plays a key role 
in the pathophysiology of MS and these diseases.

Depletion of  B  cells with mAbs targeting CD20  has 
emerged as  one of  the  most efficacious therapies for 
MS6 and is gaining increasing significance in ameliorat-
ing the progression of EBV infection to MS.39–46 For ex-
ample, an immunosuppressive mAb, ocrelizumab (OCR) 
is indicated for the treatment of PPMS and ofatumumab 
(OMB) was recently licensed for the treatment of SPMS.47,48 
In the case of EBV infection, the anti-CD20 therapy could 
further dampen the  cross-reactive immune response 
by depleting EBV transformed B cells and mitigate relapses 
in MS.45 Whilst anti-CD20 therapy has emerged as an ef-
ficient therapeutic tool in managing the risk of MS, these 
antibodies pose the risk of potential adverse effects. Char-
acteristics, drug efficacy, safety, and outlines of the sig-
nificant findings of a few mAbs used for B cell depletion 
are listed in Table 1. Whether anti-CD20 therapy is ben-
eficial or harmful to MS patients remains a question, and 
the efficacy and safety role of these drugs need to be fur-
ther established. The current review rationalizes the use 
of anti-CD20 therapy as positive or negative in mitigating 
the risk of MS in EPV-infected patients.

Objectives

The current review was undertaken to ascertain the role 
of anti-CD20 therapy in mitigating the risk of MS in EBV-
infected patients and whether the  potential benefits 
of the therapy outweigh the adverse treatment effects.

Methodology

Search strategy and study selection

The current review used the PRISMA protocol. A sys-
tematic search was conducted for the published articles 
across different databases, including PubMed, Scopus, and 
Google Scholar. Studies on observational, cohort, and case 
studies evaluating the role of anti-CD20 therapy or B cell 
depletion in mitigating the risk of EBV and MS were in-
cluded. All articles included in the review were in English 
language.

Inclusion and exclusion criteria

Articles were screened based on originality, those fall-
ing within the scope of the review question and follow-
ing the population, intervention, control, and outcome 
(PICO) guidelines. Furthermore, articles published dur-
ing the past 5 years were filtered. Articles not adhering 
to the review question or satisfying the inclusion criteria, 
and articles with missing information and repeatability 
were excluded.

Data extraction process

The study selection process is outlined in Fig. 1. A com-
prehensive search was performed using PubMed (Med-
line) and MeSH terms: “Epstein Barr virus infection” 
AND “EBV” AND “multiple sclerosis” AND “MS” AND 
“B cell” AND “immunotherapy” AND “B cell depletion” 
AND “memory B cells” AND “anti-CD20 therapy” AND 
“rituximab”, “RTX” AND “ocrelizumab”, “OCR” AND 
“ofatumumab”, “OMB”, “adverse effects”, etc. The method 
was adopted following guidelines from previously pub-
lished studies.49,50 A total of 102 articles were obtained 

Table 1. Characteristics, drug efficacy, and safety of mAbs used in anti-CD20 therapy

mAbs Administration (dose) Efficacy Important safety issues

Rituximab
intravenous (500–1000 mg, 

every 6–12 months
no phase 3 clinical trials

hypogammaglobulinemia, risk 
of infections, infusion-related reaction, 

hepatitis reactivation 

Ocrelizumab 
intravenous (600 mg,

every 6 months) 

phase 3 clinical trials: OPERA I OPERA II clinical outcomes:
↓ in ARR (annualized relapse rate) by 46–47%
↓ in Gd-enhancing lesions around 94–95%

hypoglobulinemia, infections, 
malignancies (breast cancer), infusion-

related reaction, hepatitis B reactivation 

Ublituximab
intravenous (450 mg,

every 24 weeks) 

phase 3 clinical trials: ULTIMATE I, ULTIMATE II
clinical outcomes:
• ↓ in ARR (49.1–59.4%)
• ↓ in 24-week confirmed; disability progression (34.3%)
MRI outcomes:
• ↓ in number of Gd-enhancing lesions (96.5–96.7%) 

infusion-related reaction, 
infections, hepatitis B reactivation, 

hypogammaglobulinemia

Ofatumumab
subcutaneous (20 mg, 

every 28 days)

phase 3 clinical trials: ASCLEPIOS I, ASCLEPIOS II
clinical outcomes:
• ↓ in risk of sustained disability progression (32–34%)
• ↓ in ARR (50–60%) MRI outcomes
• ↓ number of Gd-enhancing lesions (94–97%)

infusion-related reaction, 
infections, hepatitis B reactivation, 

hypogammaglobulinemia

mAbs – monoclonal antibodies; ARR – annual relapse rate; Gd – gadolinium; MRI – magnetic resonance imaging.
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based on the search terms used. An additional 27 articles 
were also reviewed from a Google search. On applying 
filters (abstract only and <5 years) and keywords or MeSH 
used in the review question built on the PICO guidelines, 
64 articles were selected. Furthermore, full-text screening 
of the selected articles resulted in 29 that were reviewed 
in detail to assess the role of anti-CD20 therapy in treating 
MS. Articles not adhering to the review question nor meet-
ing the inclusion criteria and articles with missing infor-
mation and repeatability were excluded. To avoid the risk 
of bias, 2 reviewers independently evaluated the studies for 
eligibility and assessed the quality of the included studies. 
Any conflict between the reviewers was resolved following 
discussion to reach a common consensus.

Results

The study selection and data extraction process using 
the PRISMA protocol are depicted in Fig. 1. The initial 
screening resulted in the extraction of 64 articles, which 
was reduced to 29 after full-text screening and inclusion/
exclusion criteria. To overcome bias, articles with missing 
information were removed.

Risk of bias and quality assessment

The quality of  included studies was assessed for risk 
of bias using the Cochrane risk of bias tool (RoB 2), a re-
vised version51 consisting of  5  domains, being the  se-
lection of the reported result, randomization, intended 

interventions, missing outcome data, and outcome mea-
surement (Fig. 2). The risk of bias for a study is determined 
and categorized as  low, high, or some concerns of bias 
in specific domains. Analysis of domains resulted in rais-
ing some concerns that could be due to the following rea-
sons - information on the allocation process used to pre-
serve concealment is not provided in the study, details 
of intervention in patient information sheet is lacking,and 
or deviation of the study outcome from intented interven-
tion. Data displayed in Fig. 2 reflect that the study is judged 
to be at low risk of bias for all domains for this result and 
ensures the reliability of the included studies.

B cell depleting therapy using anti-CD20 mAbs including  
rituximab (RTX), ocrelizumab (OCR), and ofatumumab 
(OMB) has been reported to achieve good efficacy. Ritux-
imab depletes B  cells through complement-dependent 
cytotoxicity52 and is used as an off-label treatment option 
for MS and its various progressive forms. In a multi-cen-
ter retrospective study evaluating the efficacy and safety 
of RTX in RRMS and PPMS, a significant reduction in an-
nual relapse rate (ARR) following RTX administration 
in RRMS and SPMS in the 1st year of treatment was re-
ported. Three years after RTX treatment, the proportion 
of patients with the confirmed expanded disability scale 
(EDSS) progression was 14.6%, 24.7%, and 41.5% in RRMS, 
SPMS, and PPMS groups, respectively.53 Infusion-related 
symptoms were the most prevalent side effects (18.8%), 
although most were mild. A similar reduction in ARR was 
observed in a study by Granqvist et al.54

Ocrelizumab is the second anti-CD20 humanized mAb 
and was approved by the US Food and Drug Administration 

Fig. 1. PRISMA flow 
diagram showing 
screening and 
selection of studies 
for systematic 
review
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(FDA) in March 2017 with proven therapeutic effects reduc-
ing disability progression in PPMS. In a clinical trial study 
by Montalban et al., 732 PPMS patients (ORATORIO trial) 
received 600 mg of iv. OCR, resulting in a 3.4% decreased 
brain lesion volume with OCR vs the placebo group.55 
Intriguingly, lower disability progression was observed 
in the OCR-treated group compared to the placebo group. 
Other studies evaluating the efficacy of OCR yielded simi-
lar findings in mitigating MS risk.56–58 By week 120, per-
formance on the timed 25-foot walk worsened by 38.9% 
in the OCR group vs 55.1% in the placebo.59 In 2 identical 
phase 3 trials of OCR, lower rates of disease progression 
were observed compared to the placebo.55,60 Infections 
of the upper respiratory tract, nasopharyngitis, and herpes/
respiratory viral infections were reported in the treatment 
of PPMS with OCR in an RCT, although these were mild-
to-moderate in severity.55,60 Cases of tuberculosis or other 
opportunistic infections were not documented.60,61 
In the ORATORIO trial, of the 11 patients, 2.3% devel-
oped breast cancer compared to the placebo group (0.8%).62 
The reported incidence was within expectations based 
on other epidemiological studies.63 Compared to RTX, 
OMB treatment provides effective B cell depletion within 
lymphoid tissues. Ocrelizumab depletes B cells by anti-
body-dependent cellular cytotoxicity (ADCC) activity after 
binding to a CD20 epitope on circulating B cells.64,65 An-
nual relapse rate and the number of new magnetic reso-
nance imaging (MRI) lesions were suppressed following 
the therapy in RRMS patients.66 The recently reported 
phase 3 clinical trials, namely ASCLEPIOS I and II, con-
sisting of 1,882 participants with RRMS (94%) and SPMS 
(5–6%) administered OMB subcutaneously in  loading 
doses of 20 mg on days 1, 7, and 14, followed by 20 mg ev-
ery 4 weeks while teriflunomide was given orally at 14 mg 
daily. By using ARR as the primary endpoint, both studies 
observed significant decreases (51% in ASCLEPIOS I and 
58% in ASCLEPIOS II) with OMB therapy.67

The efficacy of OMB in MS treatment demonstrated 
by  other clinical studies also yielded satisfactory re-
sults. In a clinical trial by Bar-Or et al., 232 patients were 

randomized to 3, 30, or 60 mg OMB every 12 weeks, 60 mg 
every 4 weeks, or placebo for a 24-week treatment period, 
with a primary endpoint of the cumulative number of new 
gadolinium-enhancing lesions at week 12. This trial re-
ported a significant reduction in primary endpoint metrics 
of 65% for all OMB dose groups vs placebo.68

Ublituximab (UBX), a newly developed chimeric mAb, 
is reactive against CD20-positive B lymphocytes, targeting 
a different epitope on CD20 from that targeted by other 
CD20 mAbs. Furthermore, it utilizes shorter infusion 
times and lower doses compared to  other anti-CD20 
mAbs.61 In comparison to RTX, UBX has a higher ADCC 
activity and is 100 times more active on cultured cells from 
chronic lymphocytic leukemia patients.69 Following ad-
ministration, B cell depletion is significant within the first 
24 h, reaching approx. 95% within 2 weeks after the 2nd 
dose is administered.70 Ublituximab has been evaluated 
in phase 3 trials to test its safety and efficacy as a potential 
treatment for relapsing MS.71–74 Recently, Steinman et al. 
tested the efficacy and safety of UBX against teriflunomide 
in RRMS patients.74 In this trial, UBX was administered iv. 
on day 1, day 15, weeks 24, 48, and 72. Annual relapse rate 
was considered the primary endpoint, and several gadolin-
ium-enhancing lesions on MRI were scored as the second-
ary endpoint. The ARR and gadolinium-enhancing lesions 
were 0.08 and 0.02, respectively in the ULTIMATE I trial, 
while during the ULTIMATE II trial, ARR and gadolinium-
enhancing lesions were 0.09 and 0.01, respectively. These 
results demonstrate that UBX treatment results in lower 
ARR and fewer brain lesions on MRI than teriflunomide 
over 96 weeks. Regarding its safety, in the treated group, 
it was well tolerated, and infusion-related reactions were 
observed in 47.7% of the participants. The trial reported 
approx. 15–17.2% of patients infected with respiratory tract 
infections, and 52 patients with serious adverse events, 
including 2 malignancies and 3 deaths due to encephalitis 
and salpingitis.74 No cases of PML were reported after RTX 
therapy. Similarly, in a phase 2 multi-center study by Fox 
et al., robust B cell depletion and profound reductions 
in MRI activity and relapses were demonstrated following 

Fig. 2. Risk of bias and quality 
assessment
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UBX treatment. An absence of T1 gadolinium-enhancing 
lesions was recorded at weeks 24 and 48 of  follow-up, 
and T2 lesion volume decreased by 10%. The ARR was 
approx. 0.07 and about 74% of patients had no evidence 
of disease activity (NEDA).75

Clinical findings of  some studies are outlined 
in Table 2.33,53–59,71–75 Overall, the reviewed articles dem-
onstrated the  efficacy of  anti-CD20 immunotherapy 
in mitigating the risk of MS in EBV latent infections. Fur-
thermore, they highlight that anti-CD20 therapy is a net 
benefit to patients and yields promising results for MS 
treatment. So far, anti-CD20 antibody treatment has been 
observed to be superior to other treatments, and will likely 
continue to be utilized until a more comprehensive under-
standing of the disease develops.

Discussion

The present review provides evidence from different 
clinical trials in support of the utility of the therapy in MS 
management and treatment. B cell depletion via anti-CD20 
action is recognized to play a pivotal role in therapeutics 
for MS. Furthermore, a prophylactic effect may be seen 
as depletion of infected B cells, which can improve the con-
trol of EBV infection and reduce the risk of MS. B cell 

depleting therapy using anti-CD20 mAbs has been re-
ported to achieve good efficacy. From the articles reviewed 
in the current study, anti-CD20 therapy was found effec-
tive in treating MS and EBV infections, with few down-
sides or adverse effects in the treatment. As the immune 
cells are damaged, the patient is at risk of infections from 
other disease-causing microorganisms, autoimmune dis-
eases, and cancer. Importantly, the observations reported 
in the present review are in accordance with the previous 
studies.76–78

In this article, the rationale behind the use of anti-CD20 
therapy, and whether this is beneficial or risky to the pa-
tients, has been discussed. It  is  of  prime importance 
to understand the involvement of B cells in EBV infection 
and MS pathophysiology before the action of anti-CD20 
therapy is understood. Epstein–Barr virus, as an essential 
prerequisite in MS development and action of anti-CD20 
therapy, is illustrated in Fig. 3. 

Following EBV infection, the EBV-infected or trans-
formed B cells enter the brain through the blood-brain 
barrier. Here, the B cells differentiate into plasma cells 
and produce cross-reactive antibodies against myelin an-
tigens, which attack and damage neurons. Further dam-
age to  oligodendrocytes, myelin, and neurons occurs 
by pro-inflammatory cytokines such as IL-2, interferon 
(IFN)-γ, and tumor necrosis factor (TNF)-β production, 

Fig. 3. EBVs association as a prerequisite for MS development and action of anti-CD20 therapy



Table 2. Summary of studies assessing anti-CD20 therapy

Author 
Type  

of anti-CD20
therapy

Study design Major clinical findings Adverse events

Bar-Or et al.33 OMB

phase 2, double-blind, randomized,
placebo-controlled study

(MIRROR; 48 weeks);
number and type of participants: 

232 RRMS

stable EDSS in 79% of patients at week 
12 and 24

IARs increased in OFT (52%) 
vs placebo (15%);

equivalent infections with OFT 
and placebo

Zecca et al.53 RTX

retrospective, uncontrolled, 
observational study;

number and type of participants: 
355 MS (188 RRMS, 43 PPMS, 

124 SPMS)

↓ ARR vs 1 year before  
(RRMS = 0.86 → 0.09

p < 0.001; SPMS = 0.34 → 0.06 
p < 0.001; PPMS = 0.12→ 0.07

p = 0.45

23.7% at least 1 IAR; serious 
AE (3.1%); death (n = 1) due 

to mediastinal neoplasm

Granqvist 
et al.54 RTX

retrospective multicenter (follow-
up: to 4 years); number and type 

of participants: 120 RRMS

↓ ARR with RTX vs injectable DMTs 
(p < 0.01)

absence of serious adverse events 
with RTX; mild adverse events more 
common for injectable DMTs vs RTX

Montalban 
et al.55 OCR

phase 3, double-blind, randomized, 
placebo-controlled, parallel study 

group (ORATORIO; 120 weeks)

↓ proportion of patients with 3-month 
CDP (32.9% OCR

vs 39.3% placebo, p = 0.03) and
6-month CDP (29.6% vs 35.7%,

p = 0.04)

IARs increased with OCR (40%) vs 
placebo (26%);

increased rate of infections with OCR 
(71.4%) vs placebo (69.9%);

increase in upper respiratory tract 
infections with OCR;
no increase in SAE;

increase neoplasm with OCR (2.3%) 
vs placebo (0.8%)

Ellwardt 
et al.56 OCR

retrospective, single-center (median 
follow-up: 200 days); number and type 

of participants: 210 MS (155 RRMS/
SPMS, 55 PPMS)

relapse rate (13%) and 5% experienced 
a 12-week CDP

22% AE, 9% IARs:
minor infections (8%) and 2 cases 

of a prolonged herpes labialis;
1 case of toxic drug-induced 

hepatopathy

Wolinsky 
et al.57 OCR

open-label extension, phase 3 trial 
(ORATORIO; 144 weeks); number and 

type of participants: 732 PPMS

↓ proportion of patients with 24 weeks 
CDP

AE consistent with past reports

Turner et al.58 OCR

phase 3, randomized, double-
blind, active-controlled, parallel 

study group (pooled OPERA I and 
OPERA II; 96 weeks); number and type 

of participants: 1,656 RRMS

decreased ARR and NEDA-3 re-
baselined at week 24 in patients 

aged < 40 years or with ≥1 Gd+ lesion 
at baseline with OCR

–

Hauser et al.60 OCR
open-label extension, phase 3

trials (OPERA I and OPERA II); number 
and type of participants: 702 RRMS

↓ proportion of patients with 6 months 
CDP (16.1% with OCR/OCR vs 21.3% 

with IFN-β-1a/OCR at year 5, p = 0.014)
NEDA-3 = 65.4% with OCR/OCR

vs 55.1% with IFN-β-1a/OCR (p < 0.001)

no new safety signals emerged with 
prolonged treatment

Sorensen 
et al.66 OMB

phase 2, double-blind, randomized, 
placebo-controlled study (48 weeks); 

number and type of participants: 
38 RRMS

lower proportion of patients with 
relapse(s) with OMB compared 

to placebo (19% vs 25%)

mostly mild-to-moderate severity AEs;
2 patients discontinued for grade-2 

(pruritic rash, bronchospasm, cough) 
and grade-3 (pharyngeal edema, 

erythema, pruritus) AEs

Alcala et al.71 RTX
retrospective single-center; number 

and type of participants: 90 MS 
(31 RRMS, 45 SPMS,14 PPMS)

ARR reduced to 88.4%
NEDA-3 at 1 year: all MS = 70% 

RRMS = 74.2%; PMS = 67%

IAR was 18.8%; 4 SAE (1 agranulocy-
tosis, 3 thrombotic events, 1 death 

due to pulmonary embolism)

Durozard 
et al.72 RTX

nationwide retrospective multicenter;
number and type of participants: 

50 RRMS
decrease in ARR

AEs patients = 16; SAEs = 3; 
discontinuation of treatment due 

to AE (n = 2)

Honce et al.73 RTX

prospective double-blind single 
center (mean follow-up: 1.5 years); 
number and type of participants: 

55 RRMS

↓ proportion of patients with new T2 
lesions (25.9%

RTX-GA vs 61.5% placebo-GA,
p = 0.009)

IARs increased in RTX; 4 serious AEs 
in RTX, 5 in placebo

Steinman
et al.74 UBX

phase 3, double-blind, double-
dummy trials (ULTIMATE I and II); 

number and type of participants: RMS,
trial I (n = 549); trial II (n = 545)

trial I: ARR and gadolinium-enhancing 
lesions were 0.08 and 0.02

trial II; ARR and gadolinium-enhancing 
lesions were 0.09 and 0.01, respectively

IAR: 47.7%; serious infections: 5.0% 
in UBX compared to teriflunomide

Fox
et al.75 

UBX
phase 2 placebo-controlled study;
number and type of participants: 

48 RMS
B cell depletion was >99% by week 4

ARR was 0.07; 93% remained relapse 
free; 74% had NEDA

OMB – ofatumumab; RTX – rituximab; OCR – ocrelizumab; UBX – ublituximab; MS – multiple sclerosis; RMS – relapsing multiple sclerosis; RRMS – relapsing-
remitting multiple sclerosis; SPMS – secondary progressive multiple sclerosis; PMS – progressive multiple sclerosis; PPMS – primary progressive multiple 
sclerosis; EDSS – expanded disability scale; ARR – annual relapse rate; DMT – disease-modifying therapy; CDP – confirmed disability progression; 
OCR – ocrelizumab;  GA – glatiramer acetate; NEDA – no evidence of disease activity; Gd – gadolinium; AE – adverse event; IAR – infusion-associated 
reaction; SAE – serious adverse event.
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which are released in response to cross-reactive T cells 
and memory B cells.40–45 A greater proportion of B cells 
infected with EBV were found in the post-mortem brain 
tissue of an RRMS patient.79 The virus in the infected 
memory B cells escapes the T cell surveillance by ex-
pressing transcription factors EBNA-3A and -3C, which 
blocks the differentiation of EBV-infected B cells into ter-
minal plasma cells, thereby developing long-term latency 
in these cells.80–82

The use of antiviral drugs, immune modulation via B cell 
depletion, boosting immune responses, and refining im-
mune surveillance are a few of the effective control mea-
sures suggestive of preventing or tackling the increasing 
risk of MS. Due to the effective treatment against HIV, 
antiviral compounds like famciclovir, stavudine, zidovu-
dine, abacavir, and raltegravir have been assessed as po-
tential tools in  the  treatment of MS. However, despite 
their efficacy against viral infections, therapeutic potential 
in the case of MS remains unresolved with unsatisfactory 
results.82 Besides, anti-herpes viral nucleoside analogs have 
also received attention as antiviral drugs. Yet, their effect 
in treating MS was discouraging.59

Several anti-CD20 mAbs are beneficial in the treatment 
of MS via the depletion of CD20+ B cells.59,76,83 Recently, 
Lovett-Racke et al. investigated the role of B cell deple-
tion that could benefit MS patients. In the phase 2 trial 
of UBX, immune profiles were monitored in 48 patients 
at 18 time points over a year. Intriguingly, besides CD20+ 
B-cells, UBX also depleted CD20 T cellls.84 It is noteworthy 
that the depletion of T cell subsets adds to the beneficial 
effects of B-cell depletion therapy. Yet, whether it is the an-
tigen-presenting or antibody-producing prop erty of B-cells 
targeted in these therapeutics is unclear. The therapeu-
tic efficiency of  anti-CD20 B  cell mAbs is  thus based 
on  the  removal of  the  antigen-presenting capabilities 
of the B cells.85 Memory B cells play a key role in EBV 
infection and progression to MS. The co-receptor used 
by EBV to infect and immortalize B cells is also expressed 
by memory B cells (complement C2),86,87 thus benefitting 
the virus to establish latency in these cells. Accordingly, 
memory B cells are recognized as potential targets in ame-
liorating the progression from EBV infection to MS.86–88

A large number of studies have demonstrated a con-
siderable drop in the risk of RRMS and disability with 
the introduction of anti-CD20 therapy.39–45 More recently, 
in a retrospective study conducted at a university hospital 
in Saudi Arabia to investigate the efficacy of anti-CD20 
antibodies (RTX and OCR) in the treatment of RRMS and 
PPMS,89 the number of relapses was significantly reduced 
after 12 months of treatment. Furthermore, a large co-
hort study testing the efficacy of RTX in different stages 
of MS, namely RRMS, PPMS, and SPMS, yielded signifi-
cant diagnostic findings, supporting the use of this therapy 
in treating MS and likely preventing its transition to sec-
ondary progressive forms. A total of 822 RTX-treated pa-
tients with MS consisting of 557 RRMS, 198 SPMS, and 

67 PPMS were treated with 500 or 1,000 mg of iv. RTX  
every 6–12 months, with a mean period of 21.8 months. 
During treatment, the annualized relapse rates (ARR) 
were 0.044 (RRMS), 0.038 (SPMS), and 0.015 (PPMS), re-
spectively.81 Similar findings were reported by Zecca et al. 
with a significant drop in ARR in different stages of MS 
in a multi-center study.53 Having known the role of anti-
CD20 therapy in effective management in previous sec-
tions, it is imperative to judge whether anti-CD20 therapy 
has drawbacks or is more advantageous.

Notably, the thought of patients living their lives with 
vastly reduced numbers of B cells is a rather daunting 
prospect. CD20 is expressed on all stages of B cell devel-
opment except for early pro-B cells or plasmablasts and 
plasma cells. Therefore, anti-CD20 therapy comes with 
a greater concern towards the impact of B cell depletion 
on  total lifelong immunity. A  potential problem may 
be the  long-term effects on immunity to new antigens 
or decreased responses to vaccines. Over the long run, 
the failure to mount adequate responses to variants of cur-
rent pathogens or to new pathogens may put chronically 
B cell-depleted patients at  risk of opportunistic infec-
tions68,70,90–99 and a major threat of tumor and secondary 
autoimmune diseases. Moreover, immunotherapy using 
mAbs poses a greater risk of infusion-associated reactions 
(IAR), especially in its early phases.66

Few studies reported yielded no neoplastic risk in MS 
patients on treatment with RTX, others reported a consid-
erable percentage of MS patients to develop cancer.62 About 
0.7% of MS patients develop cancer compared to 0.2% 
treated with INF-β-1a.100 Conversely, no malignancies 
were reported in trials in OMB-treated patients.49 During 
long-term therapy, serum immunoglobulin (mostly IgM 
and IgG) levels are greatly reduced. The effects of B cell-
depleting therapies on Ig levels, infection risk, long-term 
immunity, and response to vaccines are important con-
siderations in routine MS disease management. Despite 
the absence of CD20 in plasma cells, IgG levels are known 
to decrease following anti-CD20-depleting therapy. It has 
been reported that serum IgM and IgG decreased following 
RTX treatment, which can result in hypogammaglobu-
linemia in long-term treatment.65 However, a differential 
effect was observed in the case of OCR. In an RCT, OCR 
reduced IgM more than IgG, although this result was not 
supported in either the ASCLEPIOS I and II trials.49

Patients treated with anti-CD20 therapy are at higher risk 
of infections and prone to diseases like HIV and tuberculo-
sis owing to reduced Ig count.91 Decreases in Ig have been 
reported in patients receiving long-term therapy with RTX 
and OCR92,93 and who were infrequently at risk of severe 
infections as a result of lymphopenia and neutropenia.94,95 
Parallelly, infections in the upper respiratory tract were 
reported in the treatment of PPMS with OCR in an RCT 
study.55 This is  together with an  increased prevalence 
of nasopharyngitis and upper respiratory infections be-
ing reported in a phase 3 trial following OCR treatment.60 
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In patients with MS and hematological malignancies, a rare 
but serious viral infection of the brain was reported, termed 
progressive multifocal leukoencephalopathy (PML), follow-
ing treatment with OCR and RTX monotherapies, respec-
tively.96 Moreover, hepatitis B reactivation in patients with 
prior hepatitis infection and death due to PML on OCR 
monotherapy is cautioned by the FDA.97

Regarding the risk of MS during pregnancy, clinicians 
have historically discouraged women from conceiving. 
Yet, this notion changed after the finding by Vukusic et al., 
who investigated the impact of pregnancy on the clinical 
course of MS,101 in which ARR was reported to stay unal-
tered during pregnancy compared to the pre-pregnancy 
year. Several studies have assessed the risk of maternal 
RTX exposure for the fetus. The largest study evaluated 
231 pregnancies associated with maternal RTX exposure 
in  lymphoma or autoimmune diseases.102 Of 153 preg-
nancies with known outcomes (including 2 patients with 
MS), nearly 60% resulted in live births, with 24% preterm 
neonates and only 2.2% of neonates with congenital mal-
formations. However, limited information is  available 
on the use of OCR and OMB during pregnancy. Accord-
ing to the current FDA and European Medicines Agency 
(EMA) recommendations, OCR should be avoided dur-
ing pregnancy, and women are recommended to consider 
pregnancy 6–12 months after the last infusion. This delay 
could be reduced to 2–3 months for women with active 
disease as mAbs do not cross the placental barrier during 
the 1st pregnancy trimester.103

The  data from the  current study provide an  over-
view of the potential applications of anti-CD20 therapy 
in  the management of MS and certainly in mitigating 
the risk of MS in EBV latent infections. The outcome re-
ported herein broadens our understanding of the pivotal 
role that various immune components play in  the  im-
munopathology of  MS, together with the  role of  EBV 
as a prerequisite in MS development. This would open 
doors to the development of advanced therapies under-
lying the ailment and further assist in the initial choice 
of pharmacological treatment for MS. We hope that these 
results will assist in shared decision-making between pa-
tients, caretakers, and their clinicians. Immunotherapy 
using T cells is also under development and clinical tri-
als. ATA188 is an off-the-shelf, allogeneic T cell immuno-
therapy that specifically targets EBV-infected B cells and 
plasma cells, developed byATA188 is currently in a phase 2 
of randomized, placebo-controlled trial.104

The reduction of EBV+ B cell depletion by anti-CD20 
therapy is  a  promising area of  research in  MS. While 
anti-CD20 mAbs have proven efficacy for RRMS treat-
ments, they have failed to prevent long-term disability 
in SPMS. The most challenging is that the currently avail-
able anti-CD20 therapies have little impact on this phase 
of transitioning MS from RRMS to SPMS. Limited data are 
available on evidence supporting the efficacy of anti-CD20 
therapy in improving the progression of MS by depleting 

EBV+ B cells. In the future, extensive translational research 
investigating the efficacy of this treatment on progres-
sive stages of MS is warranted for the complete treatment 
of MS in the advanced stages of the disease.

Limitations

The current study has some limitations. First, studies 
reporting data to minimize adverse effects following anti-
CD20 therapy are limited, as is the data on the impact 
of anti-CD20 therapy on the phase transitioning of MS 
to  its progressive stages. The  inclusion of  such stud-
ies and further meta-analysis with statistical evaluation 
of the main diagnostic findings of the included study would 
add more information to the outcome of the study and af-
fect the data and future perspectives.

Conclusions

Data from included studies provides strong evidence 
in support of anti-CD20 therapy in the management and 
treatment of EBV infection and MS. Based on the cur-
rent knowledge of anti-CD20 antibodies, mAbs remain 
a mainstay in the treatment of MS. Although this ther-
apy has some adverse effects, these can be minimized 
or managed by timely monitoring of the risk assessment. 
Thus, it can be justified that anti-CD20 therapy is a net 
positive in mitigating the risk of MS and EBV infection. 
Of major concern, the various clinical trials studying 
the  efficacy of  different anti-CD20 therapies yielded 
promising results in treating MS in its early stages. Ro-
bust research on the progressive stages of MS is  thus 
needed. Moreover, valuable clues stem from translational 
research, animal experimentation and other interven-
tional studies on neurodegenerative and neuropsychiatric 
disorders like those observed in MS. This would further 
assist in the search for useful biomarkers and explor-
ing novel targets for the treatment of diseases. Several 
extensive preclinical, clinical, and computational stud-
ies are underway for their potential translatability and 
synthesizability in the search for novel therapeutics for 
reducing the risk of MS.
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Abstract
Treatment for degenerative disc disease of the cervical spine primarily aims to decompress neural structures 
and preserve the former height of the disc space and foramina. Popular methods include anterior cervical 
discectomy and fusion (ACDF) using cages with plates or without plates (standalone cages). However, it is still 
debatable whether a plate is necessary for enhanced treatment outcomes. This paper reviews current literature 
reports, adding insights from the authors’ experience. A literature search was performed with keywords 
related to ACDF with or without cervical plating. We analyzed the titles and abstracts to identify all potentially 
relevant studies. Out of these, a total of 28 original research and 5 systematic reviews/meta-analyses met our 
inclusion criteria. The success of surgery for cervical disc disease depends fundamentally on the appropriate 
decompression of neural structures. This is the main determinant of postoperative clinical improvement 
measured according to scales capturing changes in pain intensity and quality of life. An ideal replacement 
for natural components of the human body does not exist, even though more and more refined solutions 
are developed every year. A comparison of treatment outcomes using non-plated (standalone) cages and 
cage + plate systems requires separate analysis of radiological and clinical outcomes. Both methods have 
their advantages and disadvantages. Radiological outcomes are slightly better with cage + plate systems, 
and clinical outcomes are comparable.

Key words: anterior cervical discectomy and fusion, standalone cervical cages, cervical plates, self-anchoring 
cervical cages, ACDF outcomes
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Introduction

The cervical segment of the spinal column is a com-
plex anatomical and biomechanical structure. It  ex-
hibits the highest degree of mobility among all spinal 
segments, making it a pivotal component in the pres-
ervation of overall sagittal balance and functional in-
tegrity. The curvature of the cervical segment is shaped 
by  a  range of  factors, such as  muscle tone distribu-
tion in  the neck and the shoulder girdle or  the shape 
of the thoracic and lumbosacral segments. The curva-
tures of individual spinal segments influence each other. 
Regrettably, similar to other spine regions, the cervical 
segment is susceptible to degenerative alterations that 
may necessitate surgical intervention. The primary aim 
of the treatment for degenerative disc disease of the cer-
vical spine is to decompress neural structures and pre-
serve the former height of the disc space and foramina. 
Anterior cervical discectomy without the simultaneous 
insertion of a graft or cage is not recommended because 
there is a possibility of  future instability and kyphotic 
malalignment of  the cervical spine.1 Anterior cervical 
discectomy and fusion (ACDF) is currently the gold stan-
dard for surgical treatment of degenerative disc disease 
of the cervical spine. An interbody implant should have 
a size that produces a tight interference fit and maximizes 
the dimensions of  the graft–vertebral body interface. 
Popular methods include an ACDF using a standalone 
cage or a cage with a cervical plate. However, it  is still 
debatable whether a plate is necessary for enhanced treat-
ment outcomes. Both methods have their advantages and 
disadvantages. Most surgeons believe that plating is not 
necessary for single-level surgery, but operations on mul-
tiple levels require additional strengthening of the fixa-
tion obtained using a cervical plate. This paper reviews 
current literature reports, with insight added from the au-
thors’ experience. Anterior cervical plates may increase 
interbody fusion rates and stability, maintain or improve 
cervical sagittal alignment, and prevent subsidence, par-
ticularly in multiple-level ACDFs. However, anterior plat-
ing may also be associated with potential disadvantages 
and complications. The complications associated with 
plate fixation consist of esophageal soft tissue damage, 
neurovascular injuries and dysphagia. The success of sur-
gery for cervical disc disease depends fundamentally 
on the appropriate decompression of neural structures. 
This is the main determinant of postoperative clinical 
improvement measured using scales which show changes 
in pain intensity and quality of life.

Objectives

The aim of this study was to compare the clinical and 
radiological outcomes of ACDF with a standalone cage 
to ACDF performed with a cage with a cervical plate.

Materials and methods

This paper reviews current literature reports and also 
offers insight from the authors’ experience. Relevant pub-
lished studies indexed in MEDLINE were first identified 
using PubMed and then reviewed by the authors. A litera-
ture search was performed with keywords related to ACDF 
with or without cervical plating, such as “anterior cervi-
cal discectomy and fusion”, “standalone cages”, “cervical 
plates”, “self-anchored cervical cages”, “zero-profile cervi-
cal cages”, “cervical alignment”, “subsidence”, “fusion rate”, 
and “ACDF outcomes”. We studied the titles and abstracts 
of identified articles and full texts of all potentially mean-
ingful academic papers. Out of these, 28 original research 
articles and 5 systematic reviews/meta-analyses met our 
inclusion criteria necessary to compare the radiological 
and clinical outcomes of surgery for cervical disc disease 
using standalone cages or cages with cervical plates. Then, 
we supplemented the analyzed literature with other origi-
nal contributions, review articles and case reports that 
do not directly compare ACDF with standalone cages 
and ACDF with cage + plate, but do describe important 
aspects of surgery for cervical disc disease such as subsid-
ence, adjacent segment disease (ASD), cervical alignment, 
types of interbody implants and cervical plates, materials 
that implants are made of, and complications after ACDF. 
In our experience, original reports contain more practical 
advice and information, while meta-analyses/systematic 
reviews are more mathematical/statistical in nature, ana-
lyzing large numbers of cases. Radiological outcome refers 
to parameters such as fusion rate, IDH, subsidence, and 
cervical alignment, assessed based on postoperative imag-
ing. Clinical outcome refers to the changes in parameters 
assessing the quality of life and pain. When comparing 
the radiological and clinical results of ACDF with stand-
alone cages compared to cage + cervical plating, the type 
of implant and the technique of implant fixation in the in-
terbody space should also be considered. The recently 
popular zero-profile implants consisting of a cage fixated 
to the adjacent vertebral bodies with screws introduced 
through the  implant are usually included in the same 
group as  typical standalone cages, which are placed 
in the interbody space without using additional fixation. 
There are, undoubtedly, differences between these 2 types 
of implants that affect their biomechanics. Nevertheless, 
to ensure a common methodology and a  large number 
of studies needed to compare treatment outcomes, au-
thors often do not draw finer distinctions concerning 
the type of interbody implant, the material used to pro-
duce the implant, the implant’s surface area, the presence 
or absence of spikes/serration for anchoring in the  in-
terbody space, or the presence or absence of a dedicated 
space to be filled, for example, with fusion-promoting 
hydroxyapatite. To make a more systematic comparison 
of individual groups, we grouped reports concerning typi-
cal standalone cages and zero-profile cages, also known 
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as self-anchoring or self-locking cages.2,3 Similarly, most 
studies comparing ACDF procedures with standalone 
cages or  cages + plates did not distinguish between 
the distinct types of plates, i.e., wide plates fixed to each 
vertebral body with 2 screws or narrower plates fixed 
to each vertebral body with 1 screw. The most significant 
difference between traditional cage and plate structures 
and the zero-profile implant is that the zero-profile im-
plant uses no additional plate fixed to the anterior surface 
of the vertebral body.

Results

The ACDF is a commonly used and successful surgical 
treatment for patients with cervical disc disease. Neu-
ral decompression should be combined with interbody 
stabilization or additional placement of a cervical plate. 
The neurosurgeon and orthopedist communities have 
not yet developed an unequivocal position on the neces-
sity of cervical plating with ACDF procedures. It has been 
questioned whether plate fixation is necessary, especially 
in single-level fusion, irrespectively of its disadvantages. 
Most surgeons believe that plating is not necessary for 
single-level surgery, but operations on multiple levels re-
quire additional strengthening of the fixation obtained 
using a cervical plate. This is not done to prevent spinal 
instability but to strengthen the cage, expedite fusion and 
pre serve the postoperative height of the disc space near-
physiological cervical alignment.4–7 At  the  same time, 
awareness of  the postoperative complications believed 
to be related to the presence of an anterior plate has been 
contributing to a rising interest in non-plated techniques 
such as standalone cages. It has been shown that the de-
sign of zero-profile implants provides a similar degree 
of biomechanical stability conferred by anterior plating, 
simultaneously avoiding increased retraction and anterior 
bulk connected with plating.

Cervical cages and plates

At present, the most commonly used interbody cages 
in cervical spine procedures comprise of polyetherether-
ketone (PEEK) implants, titanium-coated PEEK cages and 
titanium implants. Apart from the type of material, the im-
plants are made of, their shape and surface morphology 
also play an essential role in obtaining fusion.8 Implant 
surface morphology can be two-dimensional (2D) or three-
dimensional (3D). Most 2D surfaces have irregularities em-
ulating indentations produced by the action of osteoclasts. 
These indentations generally serve to promote a beneficial 
response of bone tissue to such morphology.9,10 For better 
anchoring in the interbody space, implant manufacturers 
offer implants with corrugated surfaces and additional 
protruding titanium spikes placed (immersed) in upper 
and lower implant surfaces. Furthermore, the so-called 

hybrid implants are also available, comprising an interbody 
cage connected to a plate (cage and plate as one device). 
In contrast to 2D implants, the porous surfaces of 3D 
implants are characterized by an interconnected porous 
spatial network to enhance bone integration and produce 
mechanical locking (entanglement) of bone and implant 
surfaces.11–13 Unlike traditional titanium implants, more 
recent 3D titanium implants build with porous surfaces 
produced with laser 3D print technologies are not a source 
of significant artifacts in postoperative magnetic resonance 
imaging (MRI) assessment, thus allowing for a detailed 
postoperative evaluation of  the  anatomical structures 
of the cervical spine. The PEEK implants with a porous 
surface manufactured with 3D technology are relatively 
new on the market. Laboratory studies have demonstrated 
that porous PEEK increases osteoblastic differentiation 
of cells in vitro and improves osseointegration in vivo com-
pared to both smooth and titanium-coated PEEK. These 
results have been ascribed to improved mechanical bone 
locking by the implant’s porous spatial surface.8 A wide 
variety of plating systems are available. The placement 
of early devices was associated with piercing the posterior 
cortex of the vertebral body (bicortical fixation). Contem-
porary cervical plating systems are designed for uni-cor-
tical placement to avoid posterior bicortical penetration 
of the cervical vertebra so that neural structures are not 
injured. New third-generation systems represent dynamic 
semi-constrained plates designed to prevent stress shield-
ing. Ideally, plates should be available in narrow and wider 
varieties and they should provide for small increments 
in plate length. Screws should ideally be marketed in vari-
able lengths and offer variable placement angulation capa-
bility, there should be rescue screws matching the corre-
sponding standard screw in length, and the screws should 
be easy to place with a reliable locking mechanism.14–15

Dysphagia

While the most common complication of ACDF is dys-
phagia, its mechanism is not fully elucidated, with hypoth-
eses including damage to the esophagus, soft tissue edema, 
hematoma, and adhesions/scarring around the plate.16 
Most papers indicate a statistically lower rate of dysphagia 
following non-plated ACDF, with 1 report even showing 
a link (positive correlation) between cervical plate thick-
ness and dysphagia.17 Additionally, another study found 
improvement in  the  symptoms of dysphagia following 
the removal of a cervical plate and release of plating-in-
duced adhesions. It reported on a series of 31 patients who 
had their anterior plates surgically removed due to per-
sistent dysphagia following ACDF. There were extensive 
adhesions around the periphery of the cervical plate that 
attached the esophagus to the prevertebral fascia and an-
terior cervical spine. Surgery brought about a significant 
improvement to mild or no dysphagia in 27 patients.18 
A few high-quality systematic reviews and meta-analyses 
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have confirmed that standalone cages are superior to cage 
+ plate systems in  reducing the  risk of dysphagia.19–22 
The duration of dysphagia symptoms was also longer with 
plated compared to non-plated cages.23 In multiple-level 
procedures, cervical plating requires more extensive sur-
gical access and is associated with more soft tissue injury 
that may affect clinical status. Another important aspect 
of cervical plating surgery is the possibility of complica-
tions such as loosening or breakage of the screws stabiliz-
ing the plate, or plate dislocation. Of further importance 
is the fact that the use of cervical plates increases the cost 
of the procedure.24–28 If a revision procedure is necessary 
for a patient with a standalone cage, there is obviously no 
need to remove a previously placed plate, and so the dura-
tion of the surgery may be shorter with less blood loss, less 
retraction of the surrounding tissues, and a reduced risk 
of postoperative dysphagia.

Adjacent segment disease (ASD)

A significant aspect of surgery for cervical disc disease 
is the risk of ASD. Biomechanically, the abolition of mobil-
ity within a disc space should lead to the adjacent motion 
segments below and above the operated segment partly 
taking over the mobility of the non-mobile segment. Ad-
jacent segment disease is the product of several factors 
– an accumulated result of natural degeneration and bio-
mechanical changes following fusion within the origi-
nal motion segment operated on, such as ROM changes 
of the adjacent segments, changes in the sagittal profile 
of the spine, and increased intradiscal pressures in the ad-
jacent discs.29 Symptomatic ASD is  the most common 
underlying cause of revision surgery following ACDF, in up 
to as many as 47% of patients.30 The possibility of symp-
tomatic ASD occurrence is higher after single-level fusion 
than multilevel one, especially if the non-fused segments 
belong to levels C4–C6. Artificial disc replacement has 
gained increasing enthusiasm as a motion-sparing alterna-
tive to fusion. Nevertheless, despite conducting multiple 
clinical trials and follow-up studies, the reduction of ASD 
has not been evidenced when artificial disc replacements 
are performed instead of fusion. Most of the available pub-
lished reports indicate a lower risk of ASD with standalone 
cages than following cage + plate procedures.16,19,21–23,31–37

Subsidence and intervertebral 
disc height (IDH)

Implant subsidence after ACDF is a widely known, unde-
sirable effect that should be prevented. Reduced disc space 
height may lead to foraminal stenosis. A review of implant 
subsidence data in the available literature reveals the su-
periority of cage + plate procedures over the placement 
of standalone cages regarding the prevention of this unde-
sirable phenomenon. Subsidence can be reduced if the me-
chanical properties of vertebral endplates are retained 

to the greatest extent possible during the surgery. From 
a pathophysiological angle, some of the endplates need 
to be removed so that bone union can occur, but injury 
to endplates facilitates subsequent sinking of the cage into 
the vertebral bodies. Cage subsidence occurs more often 
when endplates are removed. Implant subsidence has been 
defined in several ways. Two definitions see it as the im-
mersion length of the cage (in millimeters) beyond the bor-
ders of the adjacent endplates or as the percentage reduc-
tion in interbody space height. The decreased interbody 
space height may produce foraminal stenosis. The risk 
of cage subsidence is higher in the presence of a smaller 
anteroposterior cage diameter, more posterior placement 
of the cage in relation to the vertebral body, and a smaller 
cage surface area resulting in endplate coverage.38 There 
is a significant relationship between subsidence and a coef-
ficient representing the ratio of the implant surface area 
to the surface area of bone of the adjacent vertebral bod-
ies: Subsidence is significantly less frequent for coefficient 
values ≥0.37.39 Cage subsidence may adversely affect spinal 
biomechanics and alignment, be the cause of segmental 
kyphosis and contribute to ASD. Additional anterior plate 
fixation is recommended when endplates are removed.40

Cervical alignment

The normal lordotic alignment of the cervical spine 
is  crucial for ensuring good motion and function 
of  the  cervical spine. Alignment in  the  sagittal plane 
is important for the distribution of stress across fixation 
devices. Loss of cervical lordosis theoretically increases 
the risk of ASD as a kyphotic alignment of the cervical 
segment accelerates degenerative changes in  that seg-
ment by augmenting biomechanical stress on the anterior 
portion of the vertebral bodies of adjacent segments.41 
The most marked alterations in lordosis and interverte-
bral space height are seen immediately after surgery, with 
baseline values subsequently usually decreasing gradually 
over time, but postoperative values at 12 or 24 months are 
still better than baseline. The curvature of the cervical 
segment is shaped by a range of factors, such as muscle 
tone distribution in  the  neck and the  shoulder girdle 
or the shape of the thoracic and lumbosacral segments. 
The curvatures of individual spinal segments influence 
each other. Cervical spine surgery introduces slight modi-
fications to the pre-surgical anatomic relations. Efforts are 
always made to restore the near-anatomical relationships; 
however, it is important to note that complete restoration 
of physiological cervical alignment cannot be guaranteed, 
and the anatomical changes visible in immediate postop-
erative radiographs may not be permanent. The preserva-
tion of better parameters of cervical alignment following 
cage + plate procedures is particularly visible after multi-
ple-level surgery, while following single-level surgery, dif-
ferences between the groups are less evident, or, in some 
reports, no significant differences are noted.20,22,23,42–44 
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Appropriate rehabilitation appears quite important for 
maintaining normal spinal curvatures. A meta-analysis 
by Cheung et al. indicates that cage + plate procedures 
are associated with better postoperative radiographic ap-
pearances, with near-normal values of indices of cervical 
lordosis and disc space height and lower rates of implant 
subsidence.45 Another meta-analysis/systematic review 
by Liu et al. provided slightly diverging data regarding disc 
space height as it failed to find a statistically significant 
difference in disc space height between pre-operative, 
immediate postoperative and last-follow-up radiographs 
in  patients with non-plated (standalone) compared 
to plated cages. At the same time, the authors confirmed 
better preservation of cervical alignment following cage 
+ plate procedures.23

Fusion rate

Regarding the possibility of obtaining better fusion, re-
sults vary, but most reports indicate the superiority of cage 
+ plate procedures over the implantation of standalone 
cages, with fusion occurring earlier following cage + plate 
surgery than after standalone cage implantation.46–48 Con-
trarily, Nabhan et al. in their radiographic analysis of fu-
sion progression following plated compared to non-plated 
single-level cervical fusion did not reveal any statistical 
differences between both groups. Three-dimensional 
analysis of segmental motion (left-right, craniocaudal and 
posterior-anterior) failed to reveal statistical differences 
at any postoperative follow-up visits. The results obtained 
using visual analogue scale (VAS) were also not different 
between the groups.24 A biomechanical study of cadavers 
subjected to 2-level ACDF with either a standalone cage 
or cage + plate performed by Nayak et al. concluded that 
a standalone cage confers comparable rigidity/stability 
to cage + plate.49 Scholz et al. demonstrated no differ-
ences in flexion/extension, lateral bending or axial rotation 
between the standalone cage and cage + plate groups.50 
The most significant difference when comparing the zero-
profile and traditional cage and plate structures is that 
the zero-profile implant has no additional plate attached 
to the anterior aspect of the vertebral body. Connecting 
the anterior plate to adjacent vertebrae with straight lock-
ing screws provides a strong anterior tension band and 
very rigid fixation, whereas only intersegmental fixation 
is obtained using the zero-profile device. We know from 
biomechanical studies that the self-locking standalone 
cage provides less cervical spine stiffness than the locking 
plate in 2- or 3-level instrumentation.51,52 Gandhi et al. 
studied, among others, the degree of fusion in cases when 
surgery was necessary on account of ASD. Their analysis 
of such procedures did not detect a substantial difference 
in fusion at the site of previous surgery between patients 
bearing standalone cages compared to cage + plate sys-
tems.2 An optimal radiographic outcome following ACDF 
is defined as complete fusion without implant subsidence. 

However, even with implant subsidence, it is still possible 
for complete fusion at the implant site to occur later. Even 
if, initially, there is a disruption of endplate continuity and 
penetration of the implant towards an adjacent vertebral 
body, it is still possible for complete fusion to occur around 
the  implant. The  use of  computed tomography (CT) 
is a reliable, modern approach to evaluating fusion status. 
The plate curve reduces the likelihood of loss of global 
cervical lordosis and the fusion segment angle, while also 
preventing cage subsidence during the fusion process.53

Clinical outcomes

Divergent data are provided in the literature regarding 
fusion, implant subsidence and cervical alignment, and 
their direct impact on the patient’s clinical status. The suc-
cess of surgery for cervical disc disease depends mostly 
on the appropriate decompression of neural structures. 
This is the main determinant of postoperative clinical im-
provement measured according to scales capturing changes 
in pain intensity and quality of life. Subsidence and disrup-
tion of the physiological spinal curvatures may contribute 
to ASD and pain. Some state that complete fusion (arthrod-
esis) improves the clinical outcome, while others claim 
that fusion does not correlate with clinical outcomes.54–57 
Karikari et al. reported that the finding of implant subsid-
ence was not directly related to the patient’s clinical status 
or symptoms in most cases.57 The changes in cervical spine 
alignment and disc space height are not reflected directly 
in the quality of life or pain intensity. Surgical outcomes are 
primarily related to adequate decompression of the spinal 
cord and nerve roots. The focus for the operating surgeon 
should be on adequate decompression of neural structures 
and necessary stabilization, while restoration of  ideal 
physiological cervical alignment should not be attempted 
as  the  latter does not contribute decisively or  directly 
to treatment outcomes. Still, it should be borne in mind 
that when cervical lordosis is restored or maintained, this 
may reduce the future likelihood of ASD.58–60

Key differences between standalone cage 
compared to cage + plate procedures

Based on the analyzed literature and our own experi-
ence of many years in surgery for cervical disc disease, 
we summarized the most significant differences between 
standalone cage and cage + plate procedures, and pre-
sented the analyzed information in Table 1.

Limitations

Including standalone cages and zero-profile cages, also 
known as  self-anchoring or  self-locking cages, in  one 
group, despite some differences between them, is  not 
an ideal solution, but it was done intentionally to system-
atize comparable treatment methods.
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Conclusions

An ideal replacement for natural components of the hu-
man body does not exist, even though increasingly more re-
fined solutions appear every year. A comparison of the out-
comes of standalone cage and cage + plate procedures 
should separately analyze radiological and clinical out-
comes. Both methods have their advantages and disad-
vantages. Overall, radiological outcomes are slightly better 
following cage + plate procedures, while clinical outcomes 
are comparable.
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Abstract
Background. T follicular helper (Tfh) cells drive humoral immunity by facilitating B cell responses, but 
the functional role of Tfh cells in the pathogenesis of idiopathic membranous nephropathy (IMN) remains 
unclear.

Objectives. This study aimed to establish a rat experimental membranous nephropathy model, investigate 
the phenotypic characteristics of Tfh cells, and analyze a clinically significant correlation between Tfh cells.

Materials and methods. Passive Heymann nephritis (PHN) rats were induced by immunizing Sprague 
Dawley rats with anti-Fx1A serum. The frequency of Tfh and B cell subsets was analyzed with flow cytometry 
(FC). The serum concentration of interleukin-21 (IL-21), the relative mRNA expression levels of IL-21 and B cell 
lymphoma 6 (Bcl-6) in spleen mononuclear cells (MNCs), and the kidney infiltration of CD4+ T cells and IL-21 
were assessed. The potential correlations among these measures were analyzed.

Results. In comparison with the control group, significantly increased percentages of Tfh cells, inducible T cell 
co-stimulator-positive (ICOS+) Tfh cells, and mRNA expression of Bcl-6 were detected in the spleen of PHN rats. 
Elevated IL-21 expression was detected in the serum and kidneys. Remarkably, the percentage of splenic ICOS+ 
Tfh cells was positively correlated with 24 h urine protein concentrations (r = 0.676, p = 0.011) in PHN rats.

Conclusions. These data indicate that ICOS+ Tfh cells contribute to development of IMN, and they might 
be potential therapeutic targets for IMN.

Key words: B cells, T follicular helper cells, passive Heymann nephritis, interleukin -21, B cell lymphoma 6
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Background

Idiopathic membranous nephropathy (IMN) is a major 
pathological type of adult nephrotic syndrome.1,2 Idiopathic 
membranous nephropathy is now recognized as an auto-
immune disease with the identification of the podocyte 
antigens, which includes thrombospondin type-1 domain-
containing 7A (THSD7A) and the M-type receptor for phos-
pholipase A2 (PLA2R).3 Due to impaired immune tolerance, 
B cells produce nephritogenic autoantibodies, which bind 
podocytes to form immune deposits, leading to comple-
ment activation and damage to the glomerular basement 
membrane (GBM), creating a risk of renal failure.4 In pa-
tients with IMN, an increased proportion of circulating 
plasma cells and oligoclonal expansion of B cells in the renal 
tissue have been observed.5,6 These findings, together with 
the clinical efficacy of B-cell-depleting therapies (ritux-
imab), have highlighted the pathogenic role of B lympho-
cytes in IMN.7 Despite these findings, the immunological 
pathogenesis of IMN has not been fully elucidated.

The germinal center (GC) response is crucial for B cell 
maturation and the establishment of efficacious protec-
tive humoral immunity.8 T follicular helper (Tfh) cells 
are a distinct subgroup of T cells, which play an essential 
role in promoting GC reactions and supporting the dif-
ferentiation of B cells and antibody production.9,10 They 
are characterized by their expression of C-X-C chemokine 
receptor type 5 (CXCR5), programmed cell death protein 
1 (PD-1), inducible T cell co-stimulator (ICOS), and B cell 
lymphoma 6 (Bcl-6). The ICOS and PD-1 are closely as-
sociated with the maintenance and function of Tfh cells.11 
B cell lymphoma 6 is considered the dominant lineage-
defining transcription factor for Tfh cells.12 Additionally, 
Tfh cells can secrete interleukin (IL)-21, which is a crucial 
cytokine in the regulation of B cell differentiation, matura-
tion and class switch recombination. Moreover, in addition 
to lymphoid follicles, resident Tfh cells and circulating 
Tfh (cTfh) cells have been found in the peripheral blood 
(PB), and were shown to share functional properties with 
GC Tfh cells.13

Recently, aberrant expression of Tfh cells has been shown 
to contribute to autoimmune disease development, including 
multiple sclerosis (MS), systemic lupus erythematosus (SLE) 
and rheumatoid arthritis (RA).14–16 A defective Tfh check-
point profoundly impacts immune responses and promotes 
pathogenic autoantibody production. Despite the enrichment 
of Tfh cells reported in the circulation of IMN patients,17,18 
the collaboration between Tfh cells and B cell subsets during 
the pathogenesis of IMN remains largely unknown.

Objectives

To gain insights into the phenotypic and functional 
characteristics of Tfh cells in the pathogenesis of IMN, 
this study employed the rat model of passive Heymann 

nephritis (PHN).19 The frequencies of Tfh cells and B cell 
subpopulations were dynamically monitored during PHN 
induction. Additionally, the correlation between the fre-
quency of Tfh cells with 24 h urine protein was analyzed.

Materials and methods

Induction of passive Heymann nephritis

Male Sprague Dawley rats were obtained from the Medi-
cal Experimental Animal Center of Guangdong Province 
(Guangzhou, China). The animals were housed in poly-
propylene cages under pathogen-free conditions with 
a 12 h light/dark cycle and free access to standard laboratory 
chow and sterile water. Animal experiments were approved 
by the institutional animal use committee of Guangdong 
Provincial Hospital of Chinese Medicine (Guangzhou, 
China; approval No. 2021081). Induction of the PHN rat 
model was performed as previously described.20 After ac-
climatization for 3 days, animals were randomly divided 
into 2 groups: the PHN group and the control group. Passive 
Heymann nephritis rats were injected with sheep-derived 
anti-Fx1A antiserum (Probetex, Inc., San Antonio, USA) 
in the tail vein at a dose of 0.5 mL/100 g. Rats in the control 
group were given an equivalent volume of saline. The on-
set of nephritis in the rats was monitored by assessment 
of 24 h urine protein. Animals were divided into 5 groups 
according to the number of days after immunization, with 
5 rats in each group. All animals were euthanized on day 0, 
2, 6, 13, or 20, and urine, peripheral blood, kidney, and 
spleen specimens were collected.

Isolation of mononuclear cells from 
the spleen and peripheral blood

Following euthanasia, blood samples and spleens were 
harvested from PHN rats and control rats. Blood samples 
anticoagulated with ethylene diamine tetraacetic acid 
(EDTA-K2) were collected to separate peripheral blood 
mononuclear cells (PBMCs). The dissected spleens were 
homogenized with the tip of a syringe plunger. The ho-
mogenates were passed through a 70-μm nylon mesh filter 
(BD Biosciences, Franklin Lakes, USA), and single-cell 
suspensions were obtained. Mononuclear cells from pe-
ripheral blood or spleen were separated using peripheral 
blood mononuclear cell isolation kits or spleen lymphocyte 
isolation kits (both from TBD Science, Tianjin, China) for 
rats, respectively. The isolated mononuclear cells were used 
for reverse transcription quantitative polymerase chain 
reaction (RT-qPCR) or flow cytometry (FC) analysis.

Transmission electron microscopy

Rat renal tissues were fixed with 2.5% glutaraldehyde 
in 0.1 M sodium cacodylate buffer at 4°C for 2 h. After 
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washing with the same buffer, renal specimens were post-
fixed with 1% osmium tetroxide at 4°C for 2 h, dehydrated 
through immersion in ascending grades of ethanol, and 
embedded in Epon 812. Ultrathin sections were stained 
with uranyl acetate and lead citrate and then examined 
using transmission electron microscopy (TEM; JEM1400 
PLUS; Joel Ltd., Akishima, Tokyo, Japan). The thickness 
of glomerular basement mem brane (GBM) in each ul-
trathin slice was detected using RADIUS software v. 2.0 
(EMSIS, Boston, USA).

Flow cytometry

For Tfh cell detection, mononuclear cells were incubated 
with anti-rat-CXCR5 (Abcam, Cambridge, UK; ab254415) 
at 4°C for 30 min, followed by staining with goat anti-rabbit 
IgG-Alexa Fluor 488 (Abcam; ab150077), anti-rat-CD4-
BV421 (BD Biosciences; 743088), and anti-rat-ICOS-PE 
(eBioscience, Thermo Fisher Scientific, Waltham, USA; 
12994981) for 30 min at 4°C. For B cell subset phenotyp-
ing, the cells were first stimulated with Leukocyte Activa-
tion Cocktail (BD Bioscience) for 6 h, then stained with 
anti-rat-CD45R-PE-Cyanine7 (Invitrogen, Waltham, USA; 
25046082), anti-rat-CD3-APC (Invitrogen; 17003082) and 
anti-rat-CD27-PE (Invitrogen; 12027182). After cell surface 
staining, the cells were fixed, permeabilized and stained 
with anti-rat-IgG-BV605 (BioLegend, San Diego, USA; 
405430). Cells were analyzed with the Agilent NovoCyte 
flow cytometer, and the data were analyzed with Agilent 
software v. 1.5.6 (Agilent Technologies, Palo Alto, USA).

ELISA

Serum concentrations of IL-21 were measured using a rat 
enzyme-linked immunosorbent assay (ELISA) kit (Cloud-
clone SEB688Ra; Cloud-CloneCorp, Wuhan, China) fol-
lowing the manufacturer’s instructions.

Urine analysis

The concentration of urine creatinine and 24 h urine 
protein was analyzed using Cobas 8000 analyzer (Roche 
Diagnostics, Mannheim, Germany).

Immunohistochemistry

For immunohistochemical staining, 3 micrometers of se-
rially sliced kidney tissue were used. Paraffin-embedded 
sections were first deparaffinized and then hydrated. After 
antigen retrieval, the activity of endogenous peroxidase 
and non-specific binding sites were blocked. Incubation 
with mouse anti-CD4 (Immunoway, Plano, USA) or rab-
bit anti-IL-21 (Affbiotech, Changzhou, China) overnight 
at 4°C was then performed. Next, sections were incubated 
with an horseradish peroxidase (HRP)-labeled secondary 
antibody (Maxin, Fuzhou, China). Finally, the sections 

were developed in diaminobenzidine solution and coun-
terstained with hematoxylin. Immunostained slides were 
observed under a fluorescence microscope (BX61; Olym-
pus Corp., Tokyo, Japan). The CD4- and IL-21-positive 
regions were quantitatively detected using ImageJ software 
(National Institutes of Health, Bethesda, USA), and these 
values were described as average optical density (AOD).

Reverse transcription-quantitative PCR

Total RNA from rat spleen mononuclear cells was puri-
fied with the Trizol reagent (Invitrogen). After treatment 
with DNase I, mRNAs were reverse transcribed using 
Evo M-MLV RT Mix Kit (Accurate Biology, Changhsha, 
China). The PCR was performed with a SYBR Green PCR 
Kit (Accurate Biology) on the ViiA7 detection system (Ap-
plied Biosystems, Darmstadt, Germany). The sequences 
of the primers were:
β-actin forward: 5’-GACATGCCGCCTGGAGAAAC-3’;
β-actin reverse: 5’-AGCCCAGGATGCCCTTTAGT-3’;
IL-21 forward: 
5’-GCCAAACTCAAGCCATCAAACACTG-3’;
IL-21 reverse: 5’-CTTAGCAGGCAGCCTCCTCCTC-3’;
Bcl-6 forward: 5’-TCGAGGTCGTGAGGTTGTGGAG-3’;
Bcl-6 reverse: 5’-TCGGATAAGAGGCTGGTGGTGTC-3’.

Gene expression was normalized against β-actin, and 
the relative expression levels were calculated with the 2–ΔΔCt 
method.

Statistical analyses

All statistical analyses were performed with the IBM SPSS 
v. 20.0 software (IBM Corp., Armonk, USA) and GraphPad 
Prism v. 9.0 software (GraphPad Software Inc., San Diego, 
USA). Data were collected from independent samples to ex-
amine the differences between PHN rats. All variables were 
performed using nonparametric tests: the Mann–Whitney 
U test was used for comparison between the 2 groups, and 
the Kruskal–Wallis with Bonferroni correction for mul-
tiple testing was used for comparisons between 3 or more 
groups. The data were expressed as median ± interquar-
tile range (±IQR), and correlations were determined using 
Spearman’s correlation coefficients. A p-value <0.05 was 
considered statistically significant.

Results

Pathologic changes of nephritic function 
in PHN rats induced by anti-Fx1A antiserum

Twenty days after administration of the anti-Fx1A an-
tibody, the GBM was irregularly thickened. In addition, 
subepithelial electron-dense deposits were observed, and 
characteristic spike-like structures were formed in PHN 
rats (Fig. 1A). Quantitative analysis of TEM results (Fig. 1B) 
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Fig. 1. Pathologic change of nephritic function in passive Heymann nephritis (PHN) rats. The animals were induced with anti-Fx1A antiserum. 
A. Transmission electron micrograph (TEM) of the glomerular capillary wall from control and PHN rats at 20 days after anti-Fx1A antiserum injection. 
The red asterisks indicate electron-dense deposits, and the red arrows represent the new basement membrane (TEM × 30,000 and × 12,000, respectively). 
B. Comparison of semi-quantification of GBM thickness in control and PHN rats (n = 3); C,D. Comparison of 24 h urine protein (C) and 24 h urine protein/
creatinine ratio (D) in control and PHN rats (n = 6 for each). Horizontal line shows the median. *p < 0.05 and **p < 0.01 using Mann–Whitney U test

GBM – glomerular basement membrane; EP – epithelial cell; ED – endothelial cell; CL – capillary lumen.
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showed the thickness of GBM in PHN rats was signifi-
cantly greater than in control rats (701.6 ±172.8 nm vs 
247.0 ±53.4 nm, Mann–Whitney U test, p = 0.05). In ad-
dition, PHN rats developed significantly heavier pro-
teinuria, as evidenced by  increased 24 h urine protein 
(167.7 ±77.4 mg vs 3.0 ±1.4 mg, Mann–Whitney U test, 
p = 0.004; Fig. 1C) and the 24 h urine protein/creatinine 
ratio (Mann–Whitney U test, p = 0.004; Fig. 1D). These 
results suggest that PHN rats developed nephritis after 
immunization with anti-Fx1A antiserum.

Tfh cells were expanded and activated 
in the spleen in PHN rats

We  then examined whether Tf h (def ined 
as CD4+CXCR5+) cells were enriched in the context of rat 
PHN models. Both circulating and splenic Tfh cells were 
characterized employing FC analysis. The gating strategy 
and representative plots are shown in Fig. 2A–C. On day 20 
following immunization with anti-Fx1A antibody, pheno-
typic analysis indicated the percentages of Tfh cells among 
splenic MNCs (Mann–Whitney U test, p = 0.025; Fig. 2D, 
left) and CD4+ T cells were significantly higher in PHN rats 
than the control group (Mann–Whitney U test, p = 0.016; 
Fig. 2E, left). Similarly, an approximately twofold increase 
in ICOS+ Tfh cells in splenic CD4+ T cells was observed 
in PHN rats as compared to control rats (0.34 ±0.3% vs 
0.19 ±0.08%, Mann–Whitney U test, p = 0.016; Fig. 2F, 
left). However, varying expression patterns were observed 
concerning circulating Tfh cells, which were considered 
peripheral memory Tfh cells. Although higher frequen-
cies of circulating Tfh cells among MNCs or CD4+ T cells 
were found in PHN rats as compared to the control group, 
no significant difference was observed (Fig. 2D–F, right). 
In addition, circulating ICOS+ Tfh cells were comparable 
between the 2 groups. Therefore, ICOS+ Tfh cells were 
enriched in the spleen but not in the PB of PHN rats.

Distribution of B cell subsets in PHN rats

To investigate the association between dysregulation 
of Tfh cells and B cells, we subsequently examined splenic 
B cell subsets in PHN rats. Among the B cell subsets, total 
B cells (CD3–CD45R+), antibody-secreting B cells (ASCs, 
defined as CD3–CD45R+IgG+), and memory B cells (CD3–

CD45R+CD27+) were evaluated. In agreement with a pre-
vious study,21 no statistical difference in the frequency 
of total B cells was observed 20 days after immunization 
(Mann–Whitney U test, p = 0.513). However, there was 
a significant induction of ASCs (Mann–Whitney U test, 
p = 0.05) and a reduction of memory B cells (Mann–Whit-
ney U test, p = 0.05) in PHN rats compared to control rats 
(Fig. 3A–E). Moreover, as shown in Fig. 3F–H, kinetic anal-
ysis showed distinct differentiation patterns of B cell sub-
sets over the immunization time. Of note, rapid induction 

of total B cells was identified on day 2 (Kruskal–Wallis 
with Bonferroni correction, day 2 vs day 0, p = 0.031) and 
then gradually decreased. The frequency of IgG+ ASCs was 
continually increased, reaching a peak at day 20. Therefore, 
the B cell subset was found to be altered, which may affect 
autoantibody production in IMN disease.

Dynamic changes of Tfh cell frequency 
in PHN rats and the correlation with 
disease progression

To obtain a deeper insight into the role of Tfh cells in IMN 
development, we dynamically monitored the changes in Tfh 
cells and Bcl-6 expression in the spleen of PHN rats. Con-
sistent with progressive development of nephritis (Fig. 1), 
the proportion of Tfh cells showed an increasing trend dur-
ing the development of PHN, which reached a peak at day 13 
(Kruskal–Wallis test with Bonferroni correction, day 13 vs 
day 0, p = 0.019, Fig. 4A). A rapid induction of ICOS+ Tfh 
cells was found on day 2, remaining stable through day 20 
(Fig. 4B). Bcl-6 is a key transcription factor for the program-
ming of Tfh cells. The RT-qPCR also confirmed the mRNA 
level of Bcl-6 in spleen MNCs of PHN rats was elevated 
(Kruskal–Wallis with Bonferroni correction, day 6 vs day 0, 
p = 0.006; Fig. 4C). In addition, although no significant 
correlation was found between the frequency of Tfh cells 
and 24 h urine protein, the percentage of ICOS+ Tfh cells 
and Bcl-6 mRNA levels were positively associated with 
24 h urine protein levels (r = 0.676, p = 0.011; r = 0.706, 
p = 0.034, respectively) (Fig. 4D–F). Taken together, these 
results suggest that an induction of Tfh cells was accom-
panied by the progression of PHN.

The expression of IL-21 was elevated 
in PHN rats

Interleukin-21 is reported to be the main effector of Tfh 
cells; thus, we next explored its expression in PHN rats. 
As shown in Fig. 5A, serum concentrations of IL-21 began 
to rise on day 2 and peaked on day 13 after immunization 
(Kruskal–Wallis test with Bonferroni correction, day 13 
vs day 0, p = 0.041). Consistent with this finding, IL-21 
mRNA expression in spleen MNCs was higher, but not 
significantly, in PHN rats than in control rats (Fig. 5B). 
Furthermore, IHC was performed to compare expression 
and localization of CD4+ and IL-17+ cells in kidney tissue 
from PHN and control rats. As shown in Fig. 5C–E, the in-
filtration of IL-21+ cells and CD4+ cells was significantly 
increased in the kidney tissue of PHN rats than control 
rats, especially around the kidney tubules (Fig. 5C). Passive 
Heymann nephritis rats showed a significantly higher AOD 
value of CD4 (0.237 ±0.007 vs 0.231 ±0.009, Mann–Whit-
ney U test, p = 0.047; Fig. 5D) and IL-21 (0.292 ±0.008 vs 
0.287 ±0.004, Mann–Whitney U test, p = 0.047; Fig. 5E). 
These results confirmed IL-21 was elevated in PHN rats.
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Fig. 2. T follicular helper (Yfh) cells were expanded in the spleen of passive Heymann nephritis (PHN) rats. The PHN and control rats were euthanized 
on day 20, mononuclear cells (MNCs) were separated from peripheral blood and spleen, and Tfh cell subpopulations were detected using flourescence 
activated cell sorting (FACS). A. Gating strategy for Tfh cell subsets; B,C. Representative flow cytometric histograms for inducible T cell co-stimulator-positive 
(ICOS+) Tfh cells in spleen (B) and peripheral blood mononuclear cells (PBMCs) (C) from control and PHN rats; D–F. Statistical analysis of the frequencies 
of Tfh cells of MNCs (D), Tfh cells of CD4+ cells (E) and ICOS+ Tfh cells (F) between control and PHN rats, n = 5 of each. Significant differences were assessed 
with Mann–Whitney U test

Horizontal line shows median; NS – not significant; *p < 0.05.
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Discussion

T follicular helper cells are crucial regulators of GC 
formation, B cell development and long-term memory re-
sponses.22 In this study, we report that Tfh cells are highly 
enriched and activated in PHN rats, and their frequency 
is significantly associated with disease severity.

The PHN model is a classical model for investigating 
the pathogenesis of IMN. In this study, the PHN rats dis-
played histopathological and laboratory features of IMN, 
including irregularly thickened GBM, subepithelial spikes 
on the outer surface of the capillary wall, abnormal pro-
teinuria development, and an elevated 24 h urine protein/
creatinine ratio. Dynamic results suggested that splenic 

Fig. 3. The frequency of B cells in passive Heymann nephritis (PHN) rats. The B cell subpopulations of control and PHN rats were detected in spleen 
mononuclear cells (MNCs), and their correlation with different T cell subsets was analyzed. A,B. Gating strategy (A) and representative plots (B) of B cell 
subpopulations analyzed using flourescence activated cell sorting (FACS); C–E. Statistical analysis of the percentage of B cells (C), memory B cells (D) and 
IgG+ ASCs (E) in control and PHN rats (n = 3 for each). Significant differences were assessed with Mann–Whitney U test. *p < 0.05 compared with control 
rats; F–H. The kinetic frequency of B cells (F), memory B cells (G) and IgG+ ASCs (H) in B cells at indicated times. Significant differences were assessed using 
Kruskal–Wallis with Bonferroni correction

Horizontal line shows median; *p < 0.05 compared with PHN rats euthanized on day 0; NS – not significant.
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Tfh cells were gradually upregulated after injection with 
anti-Fx1A antiserum and were significantly higher than 
in the control group on day 20. Additionally, RT-qPCR 
results also indicated that Tfh cells upregulated Bcl-6, 
which is a specific transcription factor for Tfh cell differen-
tiation.23,24 These findings demonstrated that splenic Tfh 
cells were mature in PHN rats. It is noteworthy that Zhang 
et al. previously reported an expansion of cTfh cells in pa-
tients with IMN.17 However, despite higher frequencies 
of circulating Tfh cells found in PHN rats, no significant 
difference was found between those and the control group. 
This discrepancy may be representative of the different 
stages of disease. In this study, circulating Tfh cells were 
induced at the onset of disease, which preceded the ap-
pearance of proteinuria, whereas in Zhang et al. elevated 
cTfh cells were found in confirmed IMN patients with 
kidney injury and high proteinuria. Consistent with our 
results, the induction of Tfh cells was found in the lymph 
node biopsies of early RA patients, whereas the frequency 
of Tfh cells did not differ in the blood between RA patients 
and controls.25 In particular, mass cytometric comparison 
results have suggested that cTfh cells can be generated 
at the T cell–B cell border, and then travel through efferent 

lymph to the blood.26,27 Overall, these results confirmed 
that Tfh cells are expanded in the PHN model and the el-
evation of Tfh cells were fist detected in the spleen but not 
in the PB after immunization.

Splenic Tfh cells from PHN rats expressed higher ICOS 
than the control group, whereas no significant differences 
were found in the frequency of circulating ICOS+ Tfh cells. 
Interestingly, the correlation analysis indicated that splenic 
ICOS+ Tfh cells, together with the Bcl-6 mRNA levels, pos-
itively correlated with concentrations of 24 h urine protein, 
which was the clinical biomarker for monitoring disease 
severity. In particular, several studies showed an offset 
between immunologic and clinical remissions that was 
indicative of the longer timespan needed to form enough 
deposits to initially induce proteinuria and the time needed 
to  remove subepithelial deposits, repair podocyte and 
capillary wall damage, and restore glomerular perm se-
lectivity.28 These data suggested that higher percentages 
of Tfh cells, especially ICOS+ Tfh cells, may be considered 
as a potential biomarker to monitor the disease activity 
of IMN.

Interleukin-21, a pleiotropic Tfh cell-derived cytokine, 
has been proven to play a crucial role in the formation and 

Fig. 4. Dynamic changes of activated 
T cell frequency in passive Heymann 
nephritis (PHN) rats and correlation 
with disease progression. Passive 
Heymann nephritis rats were 
euthanized on day 0, 2, 6, 13, or 20, 
and spleen mononuclear cells (MNCs) 
were separated for flourescence 
activated cell sorting (FACS) analysis 
and reverse transcription quatitative 
polymerase chain reaction (RT-qPCR), 
while 24 h urine samples were 
collected for 24 h urine protein 
detection. A,B. The kinetic detection 
of the frequency of T follicular helper 
(Tfh) cells (A) and inducible T cell 
co-stimulator-positive (ICOS+) Tfh cells 
(B) at specific days as indicated (n ≥ 3 
for each); C. Fold change of B cell 
lymphoma 6 (Bcl-6) mRNA in PHN rats; 
D–E. Correlation of 24 h urine protein 
with the frequency of Tfh cells (D) and 
ICOS+ Tfh cells (E) in PHN rats (n = 13 
for each); F. Association of 24 h urine 
protein with the fold change of Bcl-6 
mRNA (n = 9). Horizontal line shows 
the median, with *p < 0.05, **p < 0.01 
using Kruskal–Wallis with multiple 
comparisons of Bonferroni correction 
(A–C). Spearman correlation statistics 
are shown in D–F
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maintenance of germinal centers (GCs), as well as the de-
velopment of B cells. Thus, the expression of IL-21 was 
intensively investigated. Due to a lack of directly labeled 
FC antibodies for rat IL-21, we used 3 methods to detect 
IL-21 levels instead. First, kinetic analysis indicated that se-
rum IL-21 began to increase on day 2 after immunization, 
which was before the manifestation of proteinuria. Second, 

RT-qPCR results showed that relative expression levels 
of IL-21 mRNA in PHN group exhibited a rising trend, al-
though they were not statistically significant as compared 
to the control group (Fig. 5B). Moreover, elevated IL-21+ 
cells and CD4+ cells were observed in the kidney tissue 
of PHN rats as opposed to control rats. Also, successive 
sections of IHC results demonstrated that IL-21 and CD4 

Fig. 5. The expression of interleukin (IL)-21 was elevated in passive Heymann nephritis (PHN) rats. The serum concentration, relative mRNA expression and 
kidney infiltration of IL-21 were detected in PHN rats. A,B. The serum concentration of IL-21 (A) and fold change of IL-21 mRNA (B) in PHN rats; C–E. Expression 
level of CD4 and IL-21 in control and PHN rats detected with immunohistochemistry (IHC). The right panels show higher-magnification views of the box 
area (C). Red arrow shows the positive cell staining. Scale bars represent 50 μm or 100 μm, respectively. ImageJ software was used to quantify IHC results, 
and values were expressed as average optical density (AOD). Statistical analysis AOD of CD4 (D) and IL-21 (E) in control and PHN rats (n = 5 for each). 
Horizontal line shows the median. *p < 0.05 using Kruskal–Wallis with multiple comparisons test of Bonferroni correction (A and B) and Mann–Whitney 
U test (D and E)
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signals were detected in the same location (Fig. 5C–E). 
In addition, our previous study confirmed elevated serum 
IL-21 expression in IMN patients compared to healthy 
controls.29 Thus, our data demonstrated that the expres-
sion of IL-21 was elevated in PHN rats, which might be 
a new clinical biomarker for monitoring disease processes.

It is widely accepted that the expansion of Tfh cells leads 
to perturbations of B cells that could eventually contribute 
to the development of autoimmune disorders.30 As such, 
we take an interest in B cell subset distribution and the asso-
ciation between B cell subsets and Tfh cells in IMN. Interest-
ingly, the distribution of B cell subsets was different. The anti-
body producing ASCs were expanded, but the memory B cells 
were decreased in PHN rat spleens compared with the normal 
group (Fig. 3D,E). Memory B cells are located in the blood, 
spleen and other lymphoid organs and are a critical reservoir 
for plasma cell generation in the secondary response.31 This 
reduction of memory B cells might be a result of their dif-
ferentiation into antibody-producing ASCs. Consistent with 
our results, a reduction of circulating memory B cells in IMN 
patients has been reported.21

Limitations

The lack of rat antibodies restricted our ability to sort 
Tfh cells and further characterize the helper function 
of B cells in PHN rats. Additionally, negative feedback be-
tween T and B cells has been reported. In patients with 
MS, activated memory B cells can suppress the prolifera-
tion of Tfh cells.32 Therefore, further research is required 
to define the mechanisms of  T cells and B cells collabora-
tion in the promotion of disease progression.

Conclusions

Altogether, our study confirmed that Tfh cells and ASCs 
were significantly increased in PHN rats. Furthermore, 
Tfh cells were activated by upregulating ICOS and IL-21 
expression, and the frequency of ICOS+ Tfh cells was posi-
tively correlated with 24 h urine protein. These findings 
document the importance of Tfh cells in the pathogenesis 
of IMN and provide a potential new therapeutic target.
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