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MULTILAYER NETWORK OF NEURO-FUZZY UNITS
IN FORECASTING APPLICATIONS

Abstract: A new neuron architecture named Neuro-Fuzzy Unit (NFU) is proposed, which is a genera-
lization of elementary Rosenblatt’s neuron and Neo-Fuzzy Neuron (NFN) by Yamakawa. NFU elimi- 
nates drawbacks of NFN, which complicate its application in multilayer networks. A learning algorithm 
based on gradient back-propagation procedure is introduced. The obtained results are confirmed by 
networks comparison in the task of short-term forecasting of electric load time series.
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1. Introduction

A Neo-Fuzzy Neuron (NFN) introduced by T. Yamakawa et al. [Yamakawa et al. 
1992] is a simple nonlinear computational structure (Fig. 1) consisting of nonlinear 
synapses (Fig. 2) and a summation unit that forms its output. The neuron’s output is 
obtained in the following manner

where xi are inputs, μji – membership levels, wji – synaptic weights, h – number of 
fuzzy intervals, n – number of inputs, y – output.

Membership levels depend on the distance between the input xi and centers cji:
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Fig. 1. Neo-Fuzzy Neuron (NFN)

Fig. 2. Nonlinear synapse

Given the current active fuzzy interval p, the output of the nonlinear synapse can 
be expressed in this way:
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where                                                                         .

NFN is appropriate for many applications [Kolodyazhniy et al. 2005; Bodyan-
skiy et al. 2003], however, it revealed several disadvantages when used to form 
a multilayer network, known as Fuzzy Kolmogorov’s Network (FKN) [Kolodyazhniy, 
Bodyanskiy 2004; Bodyanskiy et al. 2005; Kolodyazhniy et al. 2006]. The use of 
linear summation to form the neuron’s output leads to unconstrained values of inputs 
to hidden and output layers. This significantly complicates learning process and 
degrades network stability.

2. Neuro-Fuzzy Unit

To overcome its disadvantages and make NFN more robust, we propose to add a 
nonlinear activation function to NFN. This makes a hybrid of a fuzzy system and an 
elementary neuron of Rosenblatt. We call this new type of neuron a Neuro-Fuzzy 
Unit (NFU) (Fig. 3). The output of NFU is formed by

where ψ is a nonlinear activation function, e.g. hyperbolic tangent or sigmoid.

Introduction of additional nonlinearity at the neuron’s output provides automatic 
limiting of output range that is very important for building multilayer networks.

Weight adjustment of NFU is performed with respect to the following quadratic 
criterion:
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where k is a discrete time,                                         ,                                      ,

                                                                                      ,

                                                                                      .

Fig. 3. Neuro-Fuzzy Unit (NFU)

To minimize (6), a gradient descent learning algorithm can be applied

where ( )kη   is a learning rate.
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3. Simulation results

To validate our theoretical results we compared the performance of the proposed 
NFU network against FKN network. Short-term electric load forecasting problem is 
used as a benchmark. Power generation and transmission companies need to know 
future electric load to balance it with power supply. Both low and high power supply 
incur additional costs or penalties, that is why accurate electric load forecasting is 
crucial: improvement of forecasting accuracy by as low as 0.1% may save thousands 
of dollars.

We used electric load time series from Puget Sound Power and Light Company, 
obtained from a well-know forecasting competition [Engle et al. 1992]. We did not 
fully reproduce the setup of the original competition but instead used the period from 
January 16th, 1985 to January 15th, 1987 for networks training, and period from Janu-
ary 16th, 1987 to January 15th, 1988 for testing. The networks forecasted electric load 
on an hourly basis for 24 hours ahead using information about past load and tempe-
rature, and future temperature and day of week (total of 8 inputs). 

The aim was to compare two types of networks and not to obtain the best possi-
ble forecast for a given problem, so we did not get deeply into the inputs and model 
structure selection processes. Both networks had 10 neurons in one hidden layer and 
a single output neuron.

The forecasting error (MAPE) on the test set was 2.78% for FKN and 2.63% for 
NFU network. Besides better accuracy, as expected, NFU network was much more 
stable during training because outputs of the hidden layer always lie between –1 
and 1.

4. Conclusions

The proposed Neuro-Fuzzy Unit solves several problems inherent to Neo-Fuzzy 
Neuron which stem from its linear activation mechanism. Adding nonlinear activ-
ation function significantly improves network learning stability and approximating 
power, as shown in simulations on electric load time series.
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